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The NMR Phase: \( k \) and \( q \)

B. Blümich
Institut für Technische und Makromolekulare Chemie, RWTH Aachen University, Worringerweg 1, D-52056 Aachen, Germany.

The competitive edge of NMR with respect to other spectroscopic methods is the ability to measure the signal phase. This not only enables multi-dimensional spectroscopy but also imaging and the measurement of flow and transport phenomena. In a tutorial lecture, the phase of the transverse magnetization evolving in an inhomogeneous magnetic field is analyzed for spins at rest and in translational motion. This analysis naturally leads to the foundations of imaging, flow and diffusion measurement. The analogy of NMR with short gradient-field pulses with differentiation schemes from numerical analysis is demonstrated [1]. This lecture honors the contributions of the late Paul Callaghan to NMR of translation motion (Fig. 1) [2].

Figure 1 – Cover page of the Journal of Magnetic Resonance 267 (6) (2016) showing Paul Callaghan’s book on Translational Dynamics & Magnetic Resonance along with the scattering function derived from MRI data of a regular array of capillaries stacked in water and a finite-difference derived PFG sequence to measure acceleration-compensated coherent displacements.
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Principles and applications of fast field cycling NMR relaxation
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We present an introduction to the main principles and applications in porous materials of fast field cycling (FFC) NMR relaxation. Since the pioneering works [1, 2], numerous improvements and applications have been proposed [3]. The FFC technique concerns the magnetic-field dependence of the longitudinal nuclear-spin-lattice relaxation rate $1/T_1$, often refered as “Nuclear Magnetic Relaxation Dispersion (NMRD) because it leads to a frequency-dispersion of $1/T_1$. Basically, NMRD techniques offer a large variety of opportunities for characterizing the molecular dynamics and transport properties of fluids embedded in confined environments. Systems of interest are high surface-area microporous materials, chromatographic supports, heterogeneous catalytic materials, plasters, cements and natural microporous organic kerogens and clays minerals in shale oils and macroporous materials such as porous petroleum rocks (sandstones and carbonates). Varying the magnetic field changes the Larmor frequency, and thus, the fluctuations to which the nuclear spin relaxation is sensitive. Moreover, this method permits a more complete characterization of the dynamics than the usual measurements as a function of temperature at fixed magnetic field strength because many common solvent liquids have phase transitions that may alter significantly the character of the dynamics over the temperature range usually studied. Further, the magnetic field dependence of the spin-lattice relaxation rate, $1/T_1$, provides a good test of the theories that relate the measurement to the micro-dynamical behavior of the fluid. This is especially true in spatially confined systems where the effects of reduced dimensionality may force more frequent reencounters of spin-bearing molecules that may alter the correlation functions that enter the relaxation equations in a fundamental way [4, 5]. The FFC technique can also follow the progressive setting of cement-based material [6]. It allows studying the dynamics of hydrocarbons at proximity of asphaltene nanoaggregates and macroaggregates [7] on heavy crude oils when varying the concentration of asphaltenes. It gives also new information on the wettability of petroleum fluids (brine and oil) embedded in organic shale rocks [8]. It is also useful for understanding the relations and correlations between NMR relaxation times $T_1$ and $T_2$, diffusion coefficients $D$, and viscosity $\eta$ of heavy crude oils [9]. In these latter case, the NMRD data allow interpreting 2D $T_1$-$T_2$ and D-$T_2$ correlation spectra that could be made down-hole, thus giving a valuable tool for investigating \textit{in situ} the molecular dynamics of petroleum fluids [9].
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Laplace NMR

V.-V. Telkki
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NMR is one of the very few methods for measuring molecular self-diffusion coefficient without an invasive tag, even inside opaque samples. Relaxation experiments, in turn, reveal the rates of recovery of the initially perturbed magnetization to the thermal equilibrium, mainly due to random rotational motion of molecules. Diffusion and relaxation experiments provide versatile information about the dynamics of substances. Furthermore, they offer chemical resolution not available in the traditional NMR spectra.

While the frequency content of conventional, oscillating NMR signal is analyzed by a Fourier transform, the relaxation and diffusion data consist of exponentially decaying components, and the distribution of diffusion coefficients or relaxation times can be extracted from the experimental data by an inverse Laplace transform. Consequently, these methods are referred to as Laplace NMR (LNMR).

This lesson offers an overview how the inverse Laplace transform, which is an ill-posed problem, becomes feasible with the use of regularization. Furthermore, in addition to conventional 1D methods, the lesson elucidates the principles of 2D LNMR methods, enabling one to correlate various LNMR parameters as well as to investigate chemical exchange phenomena. Recent efforts in the development of single-scan, ultrafast multidimensional LNMR methods will be also highlighted.
Nuclear Magnetic Resonance in Shale Gas and Tight Gas Reservoirs

Lizhi Xiao

State Key Lab. of Petroleum Resources and Prospecting, China University of Petroleum, Beijing, China 102249. Prof. Lizhi Xiao is currently on sabbatical at Harvard University, the Faculty of Arts and Sciences.

In this presentation, I will first discuss the characteristics of shale gas and tight gas reservoirs from the point of view of rocks and pores with core samples and digital imaging results on different scales. Comparing to conventional sandstone or carbonates, both shale gas and tight gas reservoirs have much smaller pore sizes and complicated structure, which make the NMR responses much more difficulty to characterize.

Second I will emphases on the pore systems and propose different types of pore models. NMR responses to pore fluids in the rock and are affected by the physical chemical properties of the pore surfaces. For theoretic treatment and simulation, proper pore system models are critical. There are many different kinds of pore models available in the literature, but no one of them is good for both shale gas and tight gas reservoirs.

Third I will review the progress of NMR in shale gas and tight gas reservoirs in both experimental and simulation studies. There are many nice works in NMR in shale and tight gas reservoirs in the literature regarding NMR pulse sequences and theoretical and experimental results, but few of them actually works for routine measurements or down hole.

And finally I will introduce NMR logging examples in both shale gas and tight gas reservoirs. We have run many down hole NMR logs in both shale gas and tight gas reservoirs. The trends of responses with statistical analysis demonstrate the correlation of NMR to Petrophysics and fluids typing, but the relations are not so obvious. Detailed analysis suggests that an integration of NMR with other measurements such as resistivity and acoustic will be helpful and sometimes are necessary.
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Fluid Dynamics in Pores: Challenges and Perspectives

Rainer Kimmich
University of Ulm, Ulm, Germany, rainer.kimmich@uni-ulm.de

Since the first meeting “Recent Advances in NMR Applications to Porous Media” held in Bologna 26 years ago, the MRPM conferences developed to a most successful periodic forum for our common research area. Actually, this manifests that mutual interests exist which are stable enough over the years to establish what one calls a ‘scientific community’. The materials and systems that can be categorized as ‘porous’ are ubiquitous in nature and technology. Actual and potential applications of the expertise accumulated by the community can be seen all over. As illustrated in the graphical abstract below, the corner-stones limiting our research efforts may be circumscribed by

- pore space topology
- transport properties
- dynamic phenomena at solid/liquid interfaces

These are the key terms I will try to underpin with selected and typical examples from the recent literature. Any such review will unavoidably be incomplete. I therefore ask to bear with me for any view and repertory appearing to be too subjective.

There have been numerous attempts to assess the texture of pore spaces with the aid of three-dimensional magnetic-resonance microscopy. However, even fast techniques such as 3d echo-planar imaging are time consuming and the spatial resolution remains relatively poor. The use of diffraction-like patterns arising in diffusion studies of fluid-filled pore spaces became legend for elucidating structural dimensions on a 10 micrometer length scale. More recently, modifications of pulsed gradient diffusometry methods even promise to overcome the so-called phase problem of such studies. Pore-size distributions have been determined based on diffusion in internal, susceptibility-induced magnetic fields by selectively referring to higher diffusion modes. NMR cryoporometry using fluid/matrix material combinations suitable for size-dependent melting-point depressions serves the same purpose.

Transport through pore spaces is of paramount importance for numerous phenomena and applications in the context of porous media. This category implies not only inter-pore diffusion, pressure-driven or electroosmotic flow or hydrodynamic dispersion and thermal convection, but can also refer to ionic currents and heat conduction. NMR provides an extensive repertoire of techniques for the spatial assessment of the more or less anomalous transport properties suspected in porous media. An ideal and ultimate objective of spatially-resolved transport examinations would be to link characteristic structural and dynamic pore space parameters. A compromise could be on the one hand to measure local transport properties with NMR methods and, on the other, the pore space texture with X-ray techniques. Structure/transport interrelations of this sort can be supplemented by computer simulations based on boundary conditions deduced from the pore space structure. For the same purpose, it may be helpful to examine porous model objects of a predetermined structure instead of measuring it. Such ‘percolation’ objects can be modeled based on certain generation algorithms and then be fabricated with the aid of milling, 3d-printing or lithographical techniques.

From the molecular-dynamics point of view, all physics specific for saturated porous media happens at or near fluid/solid interfaces. This is the realm of field-cycling NMR relaxometry which permits us to record dynamic features in a particularly wide time/frequency range. It turned out that rotational and translational dynamics intertwine at surfaces. Model concepts used to interpret field-cycling data sets therefore imply features of translational diffusion. In this sense, conclusions from relaxation data are amazingly well in accordance with results obtained with pulsed-gradient spin-echo studies. The proper relaxation mechanisms are mainly dipolar coupling to diamagnetic and/or paramagnetic, intra- and/or inter-molecular partners depending on the system background. Adsorption and exchange properties are crucial for understanding the surface diffusion.

Analogous to the interdependence of transport features and pore space texture, surface topology influences reorientational dynamics of adsorbate molecules at solid/liquid interfaces. Results of this sort shed new light on the old question whether ‘stick’ or ‘slip’ boundary conditions are relevant for flow along solid surfaces. The circle opened above is thus closed again: The main issues of our work, ‘structure’, ‘transport’ and ‘molecular dynamics’, in a sense belong to the same research complex and cannot be considered independent of each other.
For about 65 years since the discovery of NMR, the overriding goal of instrument developers was to develop magnets with higher field strengths in an effort to gain sensitivity and chemical shift dispersion for NMR spectroscopy. To achieve this goal, the magnet size steadily increased whereas the sample size rather decreased than increased. Efforts to make the NMR spectrometer smaller have been successful for individual components [1,2] while the NMR magnet remains the largest component still today. Nevertheless, the last decade has witnessed the appearance of commercial NMR spectrometers with permanent magnets, which are small enough to be operated on the tabletop in the chemistry laboratory and under the fume hood [3,4], so that today the number of studies conducted with compact NMR instruments [5] employing spectroscopy, tomography and relaxometry reported in the literature is rapidly expanding. Before the advent of compact, permanent high-resolution NMR magnets the major applications of compact NMR instruments were for materials testing with tabletop relaxometers and mobile relaxometers like the NMR-MOUSE [6]. Since about the year 2010 the use of compact NMR spectrometers is being explored for teaching, chemical analysis and reaction monitoring in academia as well as in industry [7]. Yet in a longer run, tabletop instruments are also just an intermediate step towards even smaller NMR analyzers [8]. Such analyzers might find use as web-interfaced health monitors that employ NMR spectroscopy among other analytical methods to analyze body fluids following microfluidic sample preparation. Key elements in such a device are likely to be signal amplifiers that selectively hyperpolarize marker molecules, and miniature magnets with homogeneous magnetic fields for spectroscopic detection. Following an introduction to the world of compact NMR [5], advances in contact-mediated para-hydrogen hyperpolarization in water [9] and the fabrication of small magnets [10,11] will be reported.
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Dynamics and wettability of complex fluids probed by fast field cycling NMR relaxation
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It is critical to probe in situ the dynamics and wettability of complex fluids in the complex micro- and meso-structures of porous systems. However, usual techniques cannot separate easily these fluids in confinement. On the contrary, the magnetic-field dependence of the longitudinal nuclear-spin relaxation rate $1/T_1$ probed by the fast field cycling NMRD relaxometry is a rich source of dynamical information [1]. It provides a good test of the theories that relate the measurement to the microdynamical behavior of the confined fluids specifically at proximity of pore surfaces. It gives information on the wettability of the embedded fluids. Here, we present our recent results on the frequency dispersion behaviors of the longitudinal relaxation rates $1/T_1$ for oil and brine confined in different petroleum rocks (sandstones, carbonates, organic shales) for probing non invasively these dynamics and wettability in confinement [2,3]. These NMRD data allow also interpreting our 2D $T_1$-$T_2$ and $D$-$T_2$ correlation spectra that could be made down-hole, thus giving a valuable tool for investigating in situ the molecular dynamics of petroleum fluids.
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Imaging of root zone processes
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Against the background of climate change and exploding world population we need an efficient and sustainable use of our resources soil and water but at the same time a higher crop yield. Typically, the latter is achieved by breeding and genetic engineering with subsequent control by screening for phenotypes mostly of the above ground plant part. However, in addition to the genetic disposition there is also the possibility to improve the interactions in the soil-root compartment for nutrient and water uptake. For this one needs exact knowledge about available structures and the involved root-zone processes. Classically these processes are investigated in rhizotrones which restrict growth and observation in a very thin 2D layer or one concludes only indirectly by analysing breakthrough curves, treating the soil-root compartment as black box. This type of macroscopic characterization fails to see the details to unambiguously resolve root-zone processes like water uptake, solute transport and changes in hydraulic properties.

In the first part of the talk we will demonstrate with examples and in comparison with neutron imaging how low-field MRI can be used to visualize with high accuracy the root system architecture, which is a prerequisite for the subsequent investigation of root-zone processes. One of the most important but also challenging root-zone processes is solute transport. We show that MRI in combination with inversion-recovery preparation can quantitatively map in 3D concentration changes of a model solute, Gd-DTPA and thus allows to draw conclusions on the underlying solute uptake mechanisms. The presentation concludes with first data from the complementary use of MRI and neutron imaging on the same plant. While neutron imaging is extremely sensitive to the proton density and therefore guarantees accurate measurements of the total water content, MRI provides synergistic information about local water dynamics based on relaxation times and relaxation time contrast. The experiments focus on changes in hydraulic properties of the root zone occurring during drying and rewetting scenarios, which are relevant for root-water uptake.
Characterizing Gels by NMR Porous Media Methods: Direct measurement of glass dynamics and mesh size in a solvent polymer system by multidimensional relaxometry and diffusometry
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Phase transitions during solvent evaporation drying of biopolymer solutions (e.g. HPMC) are important in food science and pharmaceutical production processes. The characterization of the structure of glassy polymer solutions and gels can provide insight into the transport processes within these systems. Displacement time dependent PGSE NMR, as has been used to characterize pore sizes in porous media, is shown to directly provide data on a mesoscale gel mesh size or glass free volume domain size. The application of 2D relaxation time $T_1$-$T_2$ correlation data and $T_2$-$T_2$ exchange data are applied to further study the molecular dynamics of phase transitions during solvent evaporative drying. The NMR data and analysis, applied in the context of porous media characterization approaches, provide unique data on structural length scale size and connections between gelation and glass transitions.
Local and global anisotropy - recent re-implementation of 2D ILT diffusion methods.
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Multidimensional Inverse Laplace Transform (ILT) NMR methods have established themselves over the last two decades in material science, engineering, medical research and industry [1]. Like multidimensional Fourier Transform (FT) NMR it enables one to correlate parameters in at least two independent domains, to separate distributions which would collapse in only one dimension or to study exchange processes [2]. However, unlike FT NMR it lends itself to the processing of (multi-) exponential decays and therefore to the study of NMR relaxation times and diffusional dynamics of mobile species in the sample. More specifically ILT NMR enables one to correlate mobility or transversal relaxation times at subsequent time intervals for the study of molecular exchange [3-5] or to study molecular displacements in different spacial directions which allows the characterization of the sample anisotropy [3,4].

Here we report on two variants of the two-dimensional (2D) Diffusion-Diffusion Correlation Spectroscopy (DDCOSY) [3,4]. This method is a so called double Pulsed Gradient Spin Echo (dPGSE) experiment which performs two NMR diffusion experiments in close succession but different spatial directions. This allows for the correlation of molecular displacements associated with the two directions, thus sampling local mobility and confinement. Identical displacements in the two subsequent measurements indicate isotropic diffusion. In contrast, different displacements in the two directions are a signature for local diffusion anisotropy which may manifest itself as off-diagonal features in 2D correlation maps.

The first variant aims to measure Fractional Anisotropy (FA) averaged over the whole sample. FA is commonly derived from the diffusion tensor (DT) measured via Diffusion Tensor Imaging (DTI) [6]. The core idea of DTI is to sample diffusion in at least six independent spatial directions which is sufficient to reconstruct the DT. Transferring the approach of sampling six spatially independent directions to DDCOSY results in the acquisition of at least three independent DDCOSY experiments, thus sampling diffusion along a particular choice of gradient directions and obtaining corresponding 2D correlation maps [7]. Sample averaged FA can be extracted subsequently from the DDCOSY results [7]. We will demonstrate that this method is robust and returns averaged FA values for a number of biological samples which are consistent with DTI measurements. We will further discuss the potential of sample averaged FA values for the discrimination of healthy and cancerous biological tissue [7].

The second variant concerns a shortened version of the DDCOSY (sDDCOSY) experiment for which gradients in the two different directions are applied at the same time but incremented independently [8]. This pulse sequence structure is a single PGSE (more akin to DTI) and fundamentally different from the dPGSE scheme used for DDCOSY. We will report on the relationships between DTI, DDCOSY and sDDCOSY. The particular focus is on the additional attenuation of the echo signal. This attenuation occurs for sDDCOSY due to cross terms between the two gradients applied in different directions. In the case of conventional DDCOSY the echo signal is affected by the displacement correlation tensor [9] which is typical for dPGSE experiments in general. We will demonstrate that sDDCOSY is able to return results consistent with simulations and DDCOSY experiments if contributions arising from the cross terms are compensated. This shortened DDCOSY version may prove indispensable for samples with short $T_2$ relaxation times. Furthermore, true correlation is sampled with sDDCOSY since displacements in different directions are traced simultaneously. sDDCOSY may also provide further insight into diffusion mechanisms in anisotropic porous materials because it should allow to extract and study the off-diagonal elements in the 2D correlation maps alone.
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NMR Technology: Recent History, Emerging Possibilities and New Challenges

Stanislav Sykora
Extra Byte, Via Raffaello Sanzio 22c, 20022 Castano Primo, Italy.

In this presentation I will review the development in MR technology and its ‘neighborhood areas’ over the last 25 years. The following scheme attributes one to five stars to each ‘plank’ according to how much it has progressed. The stars reflect my personal perceptions and reveal that, in my opinion, there is a lot to be less than happy about. I will of course try and substantiate these ‘scores’.

_A. Progress in fields other than MR but with a strong MR impact (****)
_1. Small signal electronics: revolutionary progress (*****)
   Miniaturization and components density (*****)
   Computing technology and computer science (*****)
   RF synthesis and management (****)
   Broad-band RF designs instead of tuned designs (****)
_2. Power electronics: steady evolution (**)
   RF power units (**)
   Power supplies for magnets and field gradients (**)
_3. Magnetic fields generation and handling: lackluster evolution (**)
   Main field generation: materials and methods (**) 
   Field stabilization (**) and homogeneity control (*)
_4. Recent ‘revival’ of low-field and bench-top instrumentation (**)

_B. Progress in areas involving specific NMR phenomena over the last 30 years: (**)
_1. Sensors such as coils, micro-coils and macro-coils, near-field antennas: slow evolution (**)
   Inductive: micro-coils, broad-band coils (**)
   Non-inductive: SQUIDs, electric, optical, thermal noise, ... (*)
_2. S/N enhancement (**): Dynamic nuclear polarization, DNP (**), cryo probes (*)
_3. MAS and CP (**): Ultra-fast spinning (**), cryo-MAS probes (*)
_4. Very-low and zero field MR detection: few signs of life (*)

_C. Progress in developing new application areas (**)
MRI: no longer young, but still moving quite fast (**)
MRI spectroscopy: no major breakthrough (**)
NMR and Bio-NMR spectroscopy: BMS = Big, Mature, and Smug (*)
Some real progress in complex-systems (metabolomics, foodstuffs)(**)
Appreciable progress in software (**) and automation (**)
Geophysical and petrological MR: slow evolution (*)
Relaxometry: slow evolution (*)
Other: timid signs, lots of competition from other methodologies (*)

The above overview raises many follow-up questions, to which I will attempt to give some answers (no doubt just partial ones) biased, where possible, towards MR in porous media.

- Why was progress in areas _B and _C so disappointing, compared with _A1 ?
- Why is there a slowdown in R&D targeted on pure MR phenomenology and technology (lack of ‘faith’) ?
- Why we keep talking most of the time about the same old applications and developing so few new ones ?
- Which are presently the most outstanding technical obstacles hindering a faster progress ?
- Which technical approaches might lead to significant performance gains in short/medium term ?
- Which technical approaches might lead to breakthrough results in mid/long-terms ?
- Are we facing a growing need of a fundamental shift in the MR paradigm?

from the Instrument to the Application, to the Best Instrument for My Application: I => A => BIMA
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Sodium-23 NMR in porous media
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The enhancement in relaxation of $^1\text{H}$ spins adsorbed at pore walls is well known, described by the famous solutions of Brownstein and Tarr to the Bloch-Torrey diffusion equation with a partially absorbing boundary [1]. This theory has been applied successfully to interpret longitudinal ($T_1$) and transverse ($T_2$) relaxation time distributions in a variety of materials, from biological cells [1] to oil field reservoir rocks [2]. In the case of NMR applied to oil field systems, $^1\text{H}$ spins are ubiquitous in both the oleic and aqueous fluid-phases. The usual contrast mechanisms of relaxation time and diffusion coefficient available at low-field are used to separate these components and hence quantify the saturation state (relative fraction of oil and water) of the porous rock [3]. However, situations are encountered (e.g., light oil and brine in small pores) where these contrast mechanisms fail to provide the necessary fluid-phase discrimination. An alternative is the detection of sodium ($^{23}\text{Na}$), a spin-3/2 nucleus found uniquely in the aqueous-phase [4]. Together, quantitative $^1\text{H}$ and $^{23}\text{Na}$ NMR signal amplitudes provide robust oil and brine volumetrics, independent of pore geometry or liquid viscosity.

The ability to access $^{23}\text{Na}$ is advantageous for many applications: salt crystallization is known to damage construction materials such as stone and concrete [5], and sodium content is a quality control indicator in the food industry [6]. However, very few articles address interpretation of sodium relaxation at the pore surface. Rijniers et al. attempted to apply the theory of Brownstein and Tarr to sodium relaxation in order to extract a pore size information [7]. The results were unsatisfactory and, as will be shown in this paper, the “fast diffusion” model for $^1\text{H}$ spin relaxation in a pore cannot be extended, unaltered, to $^{23}\text{Na}$. The sodium nucleus has four Zeeman energy levels, resulting in two probabilities of transition for excited spins. Outside the motional narrowing regime, the transition probabilities for the inner and satellite levels differ, leading to complex relaxation behavior of the quadrupole nucleus [8,9].

To explore $^{23}\text{Na}$ in porous media, we consider brine in a chalk (limestone) selected for its monodisperse pore size distribution and low paramagnetic content. The $^1\text{H}$ $T_2$ distribution reflects the narrow, monomodal pore size distribution as expected, but the $^{23}\text{Na}$ $T_2$ distribution does not. A $^{23}\text{Na} T_1$-$T_2$ correlation plot (middle) suggests that multiple relaxation components are present. Marginal $T_1$ and $T_2$ plots are included for clarity. The low-intensity peak at $T_1 = T_2 = 40$ ms corresponds to bulk brine on the outside of the sample. Inverting the $^{23}\text{Na}$ $T_1$-$T_2$ data for QCC and $\tau_c$ [9] (right, $\omega_0 = 2.1 \times 10^7$ rad s$^{-1}$) provides a narrow, monomodal distribution in each dimension, suggesting the relaxation is governed by single values of QCC $\approx 50$ kHz and $\tau_c \approx 70$ ns. These values are substantially different from the bulk brine QCC $= 1.1$ MHz and $\tau_c = 10$ ps [10].

![Figure 1](image-url)

**Figure 1** – Sodium relaxation of NaCl brine (5 mol dm$^{-3}$) in a porous chalk. The $^1\text{H}$ and $^{23}\text{Na}$ $T_2$ distributions are compared (left), where the $^1\text{H}$ $T_2$ distribution reflects the narrow, monomodal pore size distribution as expected, but the $^{23}\text{Na}$ $T_2$ distribution does not. A $^{23}\text{Na} T_1$-$T_2$ correlation plot (middle) suggests that multiple relaxation components are present. Marginal $T_1$ and $T_2$ plots are included for clarity. The low-intensity peak at $T_1 = T_2 = 40$ ms corresponds to bulk brine on the outside of the sample. Inverting the $^{23}\text{Na}$ $T_1$-$T_2$ data for QCC and $\tau_c$ [9] (right, $\omega_0 = 2.1 \times 10^7$ rad s$^{-1}$) provides a narrow, monomodal distribution in each dimension, suggesting the relaxation is governed by single values of QCC $\approx 50$ kHz and $\tau_c \approx 70$ ns. These values are substantially different from the bulk brine QCC $= 1.1$ MHz and $\tau_c = 10$ ps [10].

To explore $^{23}\text{Na}$ in porous media, we consider brine in a chalk (limestone) selected for its monodisperse pore size distribution and low paramagnetic content. The $^1\text{H}$ $T_2$ distribution reflects the narrow, monomodal pore size distribution as expected, see Figure 1(left). In contrast, the $^{23}\text{Na}$ $T_2$ distribution spans well over an order of magnitude. A $T_1$-$T_2$ correlation plot for $^{23}\text{Na}$ is equally unhelpful, see Figure 1(middle). To start interpreting the $^{23}\text{Na}$ relaxation, it is necessary to explore the fundamental parameters that describe quadrupole relaxation in liquids and soft solids, namely the quadrupole coupling constant QCC and the rotational correlation time $\tau_c$. The measured QCC and $\tau_c$ values suggest that the liquid-state relaxation equations for the quadrupole nucleus continue to apply for $^{23}\text{Na}$ spins in the pores, albeit with a QCC significantly modified from the bulk solution, see Figure 1(right). In this paper we explore these initial observations, possible mechanisms for the relaxation behavior, and call for a new interpretation of $^{23}\text{Na}$ relaxation in porous materials.
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Multifrequency-multinuclear NMR of shale rocks
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The reservoir quality (RQ) of tight-oil organic shale is a function of the quantities of the producible light oil, bitumen and kerogen. The producible light oil is a positive RQ indicator, whereas the bitumen and the kerogen, which clog the pores and adsorb the oil respectively, can have negative RQ properties [1]. In this paper we demonstrate a methodology for fluid typing using NMR $T_1$-$T_2$ experiments at multiple frequencies and discuss the response of different components of gas and tight-oil organic shales based on their relaxation mechanisms [2,3]. We describe how the NMR relaxation dispersion of the various components differ due to the intrinsic relaxation mechanisms such as spin rotation, inter and intra molecular dipolar relaxation, and how this can be taken advantage of for the identification and quantification of these components, and therefore for reservoir quality estimations. We also demonstrate how 2D NMR $T_1$-$T_2$ methodology provides information about the confining geometries such as organic versus inorganic pore types based on the fluid wettability.

In addition, we demonstrate $^{23}$Na-1H-combined, high-field 2D NMR relaxometry to be a quantitative method for separately characterizing the brine and hydrocarbon contents in various porous materials, from porous glass, to conventional rocks, clays, and shale [3]. We discuss new features in the 2D relaxation maps for the sodium nuclei, due to the relaxation of quadrapolar spins in nanoporous geometries, and the associated interpretations. In summary we present the combination of multi frequency-multinuclear NMR for superior fluid typing and salinity information in unconventional shale, which is presently a great challenge in formation evaluation.

![Fig.1](image)

**Fig.1** The low-field NMR (2MHz) $^1$H $T_1$-$T_2$ map for all the components in unconventional shale rocks is summarized in left while the corresponding map at high-field (400 MHz) is shown in the right [2,3].
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Using diffusion MRI to study tissue microstructure in traumatic brain injury (TBI)
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Traumatic brain injury (TBI) is a major cause of disability and death worldwide, accounting for about 30% of all injuries and deaths in the USA [1]. The pathology, which ranges from severe to mild, can cause microstructural changes (some on the scale of microns) within the brain, including cell varicosities, micro-glia cell migration, and tissue loss [2,3]. While clinical MRI is routinely used to detect robust physiological and vascular abnormalities, more subtle cellular alterations are challenging to observe, identify, and characterize using conventional MRI methods. TBI can often only be detected at autopsy. Diffusion MRI methods, which are sensitized to the local microdynamics of tissue water, are promising techniques to probe subtle changes in brain microstructure and advances in the measurement and modeling of higher order diffusion may improve both sensitivity or specificity for the detection of brain abnormalities following injury. In this talk we will evaluate how diffusion tensor imaging (DTI) [4], mean apparent propagator (MAP-MRI) [5] and double-pulsed field gradient (d-PFG) [6] are being employed to quantitate microstructural features in the brain. We will also examine evidence from phantom [7] and tissue MRI studies and assess their value and potential for the detection of cellular alterations that accompany TBI [8,9].
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The development of materials based on polymeric matrices combined with room temperature ionic liquids (RTILs) has gained considerable interest during recent years due to their applications as conducting films [1] and as electrochemical actuators [2]. The functionality and properties of these materials can be tuned using different types of RTILs and hosting polymers. For instance, the combination of RTILs with biopolymers expands these applications towards the field of biosensors. The knowledge of dynamical and structural properties in these systems is necessary in order to characterize the transport of the mobile ions responsible for conductivity.

The development of single-sided mobile NMR scanners in recent years [3] allows the study of films during its formation process up to the final state, with microscopic resolution as it has been demonstrated in the case of biopolymer gelatin and PVOH films [4, 5]. The preparation of the films requires the evaporation of the solvent after casting of the solution. Due to their geometrical characteristics, these systems are suitable to be measured with single-sided NMR (see figure 1), which allows evaporation in an open environment. In addition, the high field gradient strength of devices permits the discrimination between the two different nuclei $^1$H and $^{19}$F. This is particularly suitable because in many RTILs, $^1$H is found in the cations and $^{19}$F, in the anions forming these solvents.

In this contribution a short overview of the use of single-sided mobile NMR device for studies of film formation processes in biopolymers will be given as well as the recent advances in the dynamical studies of ionic liquid confined in gelatin film matrices.

Films from solutions of different concentration of ionic liquid in 10% solution of gelatin of 140 bloom in water, were studied. After casted, the water is allowed to evaporate until the film is ready, while the ionic liquid remains in the structure because of the negligible vapor pressure that characterizes these solvents. Relaxation times $T_2$, $T_1$ and diffusion coefficient of the films, at different layers were determined with single-sided mobile NMR scanners (Magritec, Germany/New Zealand) with static magnetic field gradients of 490 kHz/mm and 920 kHz/mm.

The results reveal different dynamics of the RTIL under confinement in the gelatin film porous matrix, depending on concentration and type of ions. Strong deviations could be expected comparing dynamics of ionic liquids in bulk [6] and confined in a porous gelatin matrix. Interestingly, restricted dynamics is observed in certain cases, while bulk dynamics is retained when the RTIL shows more non-polar character.
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Non-destructive and non-invasive NMR in cultural heritage
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The characterization of materials and the causes of their degradation, the development of new methods and materials aimed at lengthening the life time of artefacts, are mandatory in the correct safeguard of cultural heritage. A breakthrough in the application of NMR in the cultural heritage field has surely been the development of portable NMR instrumentation [1-3]. These devices can be applied directly in situ on large objects fully preserving the integrity and the dimension of the object under investigation. NMR parameters measured by these devices give information about the state of degradation of materials, the performances of consolidation and water repellent treatments on porous materials, the \(^1\)H NMR stratigraphy of paintings, the quantitative map of the dampness in wall paintings. The study of cleaning methods of materials of interest in the cultural heritage field is another new application. Water transport and kinetics of water penetration from the hydrogel throughout the material may be studied in a fully non-invasive and non-destructive way with portable NMR devices. This study is a fundamental step to develop and improve (with complexants and enzymes) the effectiveness of hydrogels as cleaning materials.

Figure 1. Non invasive, non-destructive NMR depth profiles of untreated tuff and tuff treated with silica and polytetrafluoroethylene nanoparticles.

Xray-CT enhanced interpretation of high-dimensional inverse Laplace NMR experiments
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For NMR in porous media internal gradients can present a major problem in the interpretation of both T2-relaxation curves and higher-dimensional correlation maps (e.g. T2-D, T2-D-DG0). Understanding these challenges is particularly important when NMR is used for fluid-typing and/or spectral structure quantification. For rocks with relatively weak susceptibility contrast but sharp corners and for many sandstones, internal gradients can range in strength to a point where they become as strong as the applied gradient. This leads to apparent diffusion coefficients and T2 relaxation times, complicating petrophysical interpretation. If a high-resolution Xray-CT image is available, the internal gradient field can be calculated for linear media (magnetic permeability $\mu \approx 1$) through a Poisson equation with scalar magnetic potential and appropriate internal and external boundary conditions. Knowledge of the internal field allows making corrections to the diffusion coefficients measured by NMR e.g. through a PGSE pulse sequence by considering applied gradient strength and cross-terms between internal and applied gradients. Experimentally, high-dimensional measurements may be carried out to derive the internal field distributions directly, aiding the development of better corrections for internal field effects. In a different context the characterisation of rock samples by NMR methods may be enhanced by considering a T1-D-T2 experiment.

In this work we review some of the signal processing challenges these 3D inverse problems pose, noting the ill-conditioned nature of the problem and the concept of separability of acquisition kernels. We compare a set of solution methods for both experiment and simulation in terms of accuracy, resolution, and computational resource requirements. Simulations and low field NMR measurements on model/artificial media, Mt Gambier limestone and a sandstone are used to illustrate concepts for the decomposition of additive contributions to the distribution functions for a selected set of pulse sequences. An example for a decomposition of magnetisation decay for a 1D simulation is given in Figure 1; a Euclidean distance transform is used to record the transfer of magnetisation from one rock-type into another.

![Figure 1](image-url)

**Figure 1** – Illustration of magnetisation coupling analysis using a Euclidean distance map as order field (slices through 3D model). **Top**: spatial distribution of micro-structure type, micro-structure, and Euclidean distance maps with reference to the surface between micro-structure types. **Bottom**: Magnetisation decay for each pure rock-type (no mixing) and integrated mixing term (left, green and red curves starting with $M_0=0$ at $t=0$) and distance based analysis of mixing (right).
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Porous polymer matrices are widely used in several areas such as catalysis, enzyme immobilization, HPLC, adsorbents or drug controlled release. These polymers have pores in their structures both in the dry and swollen state. Although it is well known that the structures and properties greatly differ between these two states, only few analytical methods provide information about the swollen state, even though most of the applications involve swollen matrices and in nearly every case its performance is a sensitive function of the distribution of internal pore size. Nuclear Magnetic Resonance is a suitable tool for the study of the molecular dynamics of different liquids spatially confined in macro, meso and nanopores through changes in relaxation times, thus providing information of the porosity of the systems in the state of further applications. Macroporous adsorption resins are porous cross-linked polymer beads that have been developed as useful adsorbents. They have shown high physical and chemical stabilities, large specific surface area, high adsorption capacities, easy regeneration, and long service life. Pore architecture leads to effective separation and reorientation of fluid elements, creating a high interfacial area between the immiscible phases for mass transfer to occur in liquid–liquid extraction. The particular systems used in this work are stable networks that do not collapse, with high porosity values of up to 85 % in the dry state. The pore size distribution however changes upon swelling when the systems are fluided with polar liquids.

In this work, we describe the study of the pore structure of the macroporous polymer of ethylene glycol dimethacrylate and 2-hydroxyethyl methacrylate [poly(EGDMA-co-HEMA)] in the dry and in the swollen state by determination of properties of liquids contained in the polymer network [1,2]. This information allows the characterization of the matrices in terms of pore distribution, water uptake, and swelling under different conditions of synthesis. The behaviour of polar liquids during evaporation and deswelling dynamics is monitored and described by combining transverse relaxation data acquired in homogeneous magnetic fields, with spatial and time dependent water content determined with single sided NMR. We find that if the system has a relatively low amount of crosslinker content, an internal migration of water from the swollen polymer mesh into expanding pores takes place. With this procedure, it is possible to obtain information about the microscopic morphology behaviour of the matrix during evaporation and deswelling [3]. Additionally, the pore diameter can be determined by measuring diffusion which is encoded though magnetic field distortions that arise due to heterogeneities in the magnetic field, which are produced by changes in magnetic susceptibilities in going from the pore wall to the pore void (DDIF - Decay due to Diffusion in Internal Field) [4]. Comparison of the relaxation times present in different pore sizes provides information on surface interaction [5,6], in particular the influence of hydrogen bond between water and hydroxyl groups as a function of the amount of crosslinker is determined.

Experiments were carried out at room temperature and ambient pressure. The results presented are obtained by combining data acquired at 1.4 Tesla, 7 Tesla, with NMR-MOUSE and with a Fast Field Cycling relaxometer.
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Shale organic porosity and total organic carbon (TOC) by combining spin echo, solid echo and magic echo
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Unconventional shale resources may contain a significant amount of hydrogen in organic solids such as kerogen, but it is difficult to detect the solids component directly with NMR method. Current methods measurements of organic porosity and structure are expensive and time-consuming. This paper presents a new method for determining organic porosity and structure by low field NMR combining spin echo, solid echo and magic echo. We proposed a new multi-magic echo sequence for the T1-T2 measurement. To the authors’ knowledge, this is the first instance of an inversion recovery and T1-T2 measured from a magic echo.

A recent study has shown that a significant amount of transverse relaxation in organic rich systems may arise from homonuclear dipolar coupling. In contrast, the majority of dipolar interactions in conventional reservoirs arise from heteronuclear dipolar coupling between fluid molecules and paramagnetic impurities on the pore surface. Unfortunately, the spin echo only recovers magnetization lost due to chemical shift anisotropy, underlying magnetic field inhomogeneity, and heteronuclear dipolar coupling. When homonuclear dipolar coupling is present, this signal intensity will still be lost in spin echo measurement. For systems containing heteronuclear and homonuclear dipolar coupling, the solid echo will refocus both types of couplings. But the solid-echo is only able to completely refocus dephasing due to isolated spin pairs and will be less efficient at refocusing the magnetization of a hydrogen atom undergoing multiple homonuclear dipolar interactions. This isolated spin pairs often occur in organic pore surface. Multiple homonuclear dipolar interactions often occur in organic matrix. Magic echo will recover the multiple homonuclear dipolar interactions and get additional signal of organic matrix. The different samples show different increases in signal intensity by spin-, solid- and magic-echo. Per gram, kerogen with small porosity produces fewer homonuclear dipolar interactions between pairs of spins and more between many spins.

For shales containing heteronuclear and homonuclear dipolar coupling, the different of spin echo and solid echo signal:

\[
E_s(t) - E_c(t) = 2t \tau (2M_2^{II} - M_2^{IS}) / 2! + M_4^{II}(t - \tau)^4 / 4!
\]

where \[M_2^{II} = \frac{1}{3} I(I+1) \sum_{j,k} B_{jk} B_{jk} \] \[M_2^{IS} = \frac{1}{3} S(S+1) \sum_{j,k} C_{ijk} \]

Where \(E_s\) is solid echo amplitude, \(E_c\) is spin echo amplitude. IS are different spins species. NI is the number of hydrogen absorbed on organic surface. Where \(j, k\) represent different hydrogen atoms, \(\beta\) represents different impure atoms. B and C are the factors related to the relative positions of molecules. And the magic echo is similar. The result show that we can get the organic porosity and TOC from the difference of three echo simulation intensity. The real shale samples were analysed by NMR. We get the organic porosity and structure by FIB-SEM. The TOC of samples were obtained by TOC analyzer. The result proved that we can get the shale organic porosity and TOC by combining spin echo, solid echo and magic echo.
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Figure 1 – Shales with different kerogen structure and TOC

We use Lattice Boltzmann Method (LBM) to do the NMR response simulation of the liquid in nanopores. Based on the analysis of the core slice, digital cores are reconstruct from shale samples. Three type echos simulation depends on the fact that liquid molecules encounter the pore surface and stick for a short time. For solid echo and magic echo, every liquid molecule on organic surface experience homonuclear dipolar interaction. And there is multiple homonuclear dipolar interaction in kerogen matrix with magic echo. Previous work with benzene in zeolites produced that the adsorbed fluid molecules in shales are in the rigid-lattice approximation may be common.
Low-Field NMR Laboratory Measurements of Hydrocarbons Confined in Organic and Non-Organic Nanoporous Media at Various Pressures
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The commercial production of hydrocarbons from unconventional shale reservoirs on a large scale developed since approximately 5 years. The potential of NMR measurements for probing core samples in the laboratory and sub-surface formations by logging tools was identified early on. NMR is sensitive to rock and fluid properties, both being critical for understanding the storage and production behavior of shale reservoirs. Despite a large number of research works and publications (e.g., [1], [2]) there are still questions and uncertainties on how to best acquire, process, and interpret NMR data in shale reservoirs.

We present laboratory data on organic and non-organic nano-porous media filled with hydrocarbon gas at various pressures. Main goals were the characterization of the adsorption-desorption process including capillary condensation, as well as the interpretation of NMR data with respect to hydrocarbon and water present in organic and non-organic pores.

Laboratory measurements were conducted in a low-field NMR setup [3] with water-wet porous glass, with oil-wet polymer-based spherical activated carbon (PBSAC) beads, and with a crushed shale core sample. NMR relaxation times were used to observe the occurrence of capillary condensation for mixtures of methane and propane at room temperature under controlled pressure conditions for the PBSAC beads (Figure 1). A PVT (pressure, volume and temperature in an equation of state) simulation software, incorporating a novel phase equilibrium model, was developed [4], showing good agreement between acquired NMR data and simulation results.

![Figure 1 – NMR T2 response of propane (bottom) and propane-methane mixtures in PBSAC beads at varying total pressure.](image)

The NMR data indicate a strong dependence on wettability of the hydrocarbon system in nano-porous media. Hydrocarbon in water-wet porous glass shows long relaxation times in contrast to much shorter relaxation times observed for the oil-wet PBSAC beads. An observed bi-modal $T_2$ distribution of the adsorbed gas phase in the PBSAC is interpreted with respect to pore size distribution, exchange between the micro- and meso-pores and the interparticle voids, and hydrocarbon mixture composition. The NMR data from the shale core sample, which contains a combination of water-wet non-organic and oil-wet organic components, are interpreted for pore fluid and rock properties using the results from the synthetic samples.
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A multidisciplinary approach for the multi-scale structural study of eco-compatible MgO/CaO-based cements
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The development of cement formulations alternative to the traditional Portland (CaO-based) cement is currently object of great interest in the field of building materials research both with the aim of reducing the environmental impact associated with the CO₂ emissions [1] and in view of solving specific needs required for particular applications, such as that of radioactive waste encapsulation [2-4]. In this field, low-pH cements are researched in order to overcome the problems related to the high alkalinity of Portland cement pore solution, which can cause the corrosion of the radioactive wastes and the degradation of the clayey materials used for waste storage [3,4].

One of the most promising alternative is represented by MgO-based cements, which, beside developing pH values lower than those typical of Portland cements [5], also respond to the eco-sustainability requirement of reducing CO₂ emissions [refs]. Indeed, abundant natural sources, as for example the magnesium silicates present in the Earth Crust, can be employed to derive reactive periclase (MgO), used as starting material in these formulations [5]. MgO-based cements can be obtained from the hydration of MgO in the presence of silica sources, which leads to the formation of a binder phase called Magnesium Silicate Hydrate (MSH) analogous to the binder phase Calcium Silicate Hydrate (CSH), formed in CaO-based cements. Even if the interest in MgO-based cements is growing, as demonstrated by the large number of papers recently appeared in the literature [3-8], a full comprehension of their properties, such as hydration kinetics, the nature of the hydrated products and their multi-scale structure and organization, is still lacking. The investigation of these properties, as well as the research for new formulations with improved performances, is fundamental to achieve the industrial breakout of these materials, whose mechanical properties are still inferior to those of traditional Portland cements.

In this work novel MgO-based cements obtained by hydration of a 1:1 molar mixture of MgO and silica fumes (MgO/SiO₂) and mixed-formulations containing different amounts of MgO/SiO₂ and Portland cement were developed. The multi-scale structural properties and hydration kinetics of the prepared systems were investigated in detail by means of solid-state NMR spectroscopy (SSNMR) and Fast Field Cycling (FFC) relaxometry, which already proved to be very powerful for the study of cements [9-11], with the support of complementary techniques such as X-Ray Diffraction (XRD), thermogravimetry (TGA), IR spectroscopy, Scanning Electron Microscopy (SEM) and calorimetric techniques. The nature and the structure at the sub-nanometric scale of the formed hydrated phases, as well as their formation kinetics, were investigated on samples liophilized at different times of hydration by means of high-resolution SSNMR experiments for the observation of ¹H, ²⁹Si and ²⁷Al nuclei. In particular, mono- and bi-dimensional ²⁹Si MAS experiments allowed the different silicon sites, Q₁, Q² and Q₃, characterized by different connectivity to –OSi, –OH, –OMg or –OCa groups, to be identified and quantified. In the case of mixed systems, it was also possible to distinguish between MSH and CSH domains, and to study their properties and relative amounts as a function of composition and hydration times. The state of water in the pastes and the evolution of the porous structure with hydration time, a property that is strongly related to the final mechanical properties of a cementitious material, were investigated directly on the cement pastes by means of ¹H T₁ Fast Field Cycling relaxometry and the measurements of ¹H T₂ relaxation times at low magnetic fields (proton Larmor frequency of 20 MHz) [10].

This work was financially supported by MIUR (FIR2013 Project RBFR132WSM).
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Multi-dimensional NMR experiments for characterization of pore structure heterogeneity and liquid saturations.
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Dynamical NMR measurements of spin-bearing molecules in liquid saturated porous materials are influenced by the physical and chemical surroundings, in particular the longitudinal ($T_1$) and transverse ($T_2$) relaxation time constants. In addition, the inhomogeneous internal magnetic field generated on the pore level depends on the strength of the static magnetic field, the differences in magnetic susceptibilities ($\Delta \chi$), but also on the geometry of the porous network [1, 2]. To thoroughly investigate how the internal field and its spatial dependence (the internal gradient $G_0$) can be used to determine various properties of the porous structure and the confined liquids, we present multi-dimensional Inverse Laplace NMR experiments that enable measurements of several dynamic correlations, and where all of the correlations involve the internal magnetic field and its dependence on the geometry of the porous network.

First, we describe how the Decay due to Diffusion in the Internal Field - CPMG (DDIF-CPMG) experiment designed by Liu et al. [3], resulting in a correlation between pore size ($d$) and $T_2$, also can be used to separate signals from water and oil in a porous sample. Thus, the confining geometry of the water phase and its correlation to $T_2$ can be determined. The results clearly demonstrate that in a rock core plug saturated with water and oil, water is mainly found in smaller pores and is confined to the walls in the larger pores [4].

Second, we present a novel multi-dimensional NMR experiment (shown in Figure 1) that enables us to measure the following correlations: $T_1 - \Delta \chi$, $G_0 - \Delta \chi$, $G_0 - T_1$, and $G_0 - d$ in one experiment [5]. We discuss how the obtained correlations can be an indicator for pore structure heterogeneity. For instance, compared to a water saturated packing of monosized glass beads, there is a clear negative $G_0 - d$ correlation in a water-saturated rock core sample, indicating a more heterogeneous pore structure in the rock material. We also discuss how to take into account the different time scales involved in the measurement of the different dynamic parameters.

---

**Figure 1** – Multi-dimensional NMR experiment that enables determination of $T_1 - \Delta \chi$, $G_0 - T_1$, $G_0 - \Delta \chi$ and $G_0 - d$ correlations.
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Localization in a single pore
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Multiple-dimensional NMR designed to elucidate pore structure heterogeneity offers ingenious sequences [1,2] with simultaneous interpretations for various combinations of pore size $\ell_{\text{p}}$, $T_1$, susceptibility contrast $\Delta \chi$ and induced internal gradients $g_{\text{int}}$. That the latter cannot in general be ignored is well-known. However quantitative interpretation requires models for magnetization decay from diffusion in the internal fields; but well-founded models are available from theory only in a few asymptotic limits. Furthermore the consequences [3,4] of the so-called dephasing length $\ell_D$ being shorter than both the pore size $\ell_{\text{p}}$ and the inter-echo diffusion distance $\ell_E$ are not so commonly recognized. Magnetization is then “Localized” to small pockets of surviving magnetization which may be only a small fraction of the fluid-filled pore [3,5].

We explore, by direct simulations in a single pore, magnetization decay by “diffusion in a gradient”. We model directly the internal field within a representative pore image taken from X-ray microtomography, for various $\Delta \chi$. For given solutions of the magnetostatic problem, molecular diffusion, and decay of total magnetization, can then be simulated. Analytical results are available only in two out of three asymptotic limits, generally called “Short Time” (ST), “Motionally Averaged” (MAV) and “Localization” (LOC), determined by the competition between the length scales $\ell_{\text{p}}$, $\ell_{E}$ and $\ell_D$ [3,4]. The three asymptotes are explored directly, by choice of parameters, with extension to intermediate cases for which no analysis exists. Simulation also provides the magnetization distribution (dominant mode shapes) within the pore space, of which only the total is directly measured.

The LOC regime is shown to be qualitatively different from both the ST and MAV limits, where the dominant diffusion eigenmode is uniform. In the LOC regime the intra-pore magnetization is rapidly distorted; surviving magnetization is confined to small pockets either by restriction at the pore walls, or around saddle points where the internal field is locally flat. Experimental NMR obtains signal only from an unrepresentative fraction of the pore space.

These features are in agreement with the limited analytical results available. A general asymptote is available only for a 1D restriction [4,5], confirmed experimentally [3] and of theoretical interest for this reason [7]. It is arguable whether an asymptotic LOC regime is experimentally observable on more typical porous media, with 2D or 3D restrictions [5]. The limited theoretical base does show that behavior in the LOC regime is strongly geometry-dependent [8]. This paucity of analytical results makes quantitative interpretation of experiments in the LOC regime difficult. Where a porous system behaves in a “pre-asymptotic LOC” manner, the best basis for data analysis currently available is from Mitchell [9] involving an empirical power law in the decay exponent. This approach remains heuristic.

In qualitative terms, the asymptotic limits are typical for: ST: short echo spacings; MAV: small pores; and LOC: strong internal gradients. For many sedimentary rocks, the ST or MAV regimes may be accessible in low-field petrophysical platforms. In spectroscopy systems typical field strengths may push the system strongly toward the LOC regime (nano-porous shales excepted). The experimenter is thus deprived of useful results for data analysis, just where characterizations including susceptibility and internal gradients would be of greatest value.

To escape the LOC regime, with a given sample and $\ell_{E}$ at the instrumental limit, the experimenter has just one option: reduce $B_0$. This may conflict with much conventional judgment.

References

A new model for the interpretation of $T_1^{-1}$ dispersion measurements
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Fast-field-cycling NMR dispersion (NMRD) relaxometry has been applied, for decades, to a broad range of systems including cement-based materials, bio-polymers, glass, plaster, rock and more [1-3]. NMRD has the potential to measure the nano-scale transport properties of fluids in porous material. To interpret the $T_1^{-1}$ dispersions, a simple model due to Korb and co-workers [1-3] has been widely used and has proved successful at fitting dispersions across this broad range of systems. The basic physics of the Korb model is that relaxation is due to the interaction of mobile surface and bulk spins with paramagnetic impurities. The model generates a dipolar spin-diffusion correlation function $G(t)$ which is Fourier transformed to obtain $T_1^{-1}$. The output of the fitting process is two transport parameters, $\tau_f$ and $\tau_d$, the surface layer diffusion correlation time and the spin layer-to-bulk desorption time constant respectively, and a constant $T_1^{-1}$ rate to account for the bulk contribution. However, the breadth of applications has revealed that values of $\tau_f$ and $\tau_d$ are surprisingly unchanging from system to system, and hard to justify based on any physically-reasonable diffusion model [4].

We believe that the basic physics of the Korb model is correct. We have therefore taken this physics and developed a new model which makes four key adaptations compared to Korb:

- paramagnetic impurities are treated as a plane of uniform density within the crystal, as illustrated in Fig. 1, rather than located within the surface layer. This leads to $G(t) \propto t^{-2}$ compared to $t^{-3}$ for the Korb model and leads to a fundamentally-different $T_1^{-1}$ dispersion,

- $G(t)$ is calculated by explicitly taking into account the functional dependence on $z$ across the layer thickness, where $z$ is the distance from the layer of paramagnetic impurities. This is important because $G(t) \propto z^{-\alpha}$,

- explicit calculation of $T_1^{-1}$ is undertaken for bulk spins characterised by diffusion correlation time $\tau_b$, rather than assuming a constant contribution, as in the Korb model,

- desorbed spins are permitted to re-enter the surface layer by the incorporation of Lévy dynamics.

The new model and associated theory is fit to NMRD measurements spanning three decades of frequency and, simultaneously, the $T_1/T_2$ ratio (where available) for a mortar, a plaster paste and for water and oil in oil shale [1-3]. The model contains the same number of fit parameters as the Korb model. Results for $\tau_f$, $\tau_d$ and $\tau_b$ are shown in the table.

<table>
<thead>
<tr>
<th>System</th>
<th>$\tau_f$ (µs)</th>
<th>$\tau_d$ (µs)</th>
<th>$\tau_b$ (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrated mortar [1,5]</td>
<td>0.2-1.0</td>
<td>0.8-1.1</td>
<td>33-40</td>
</tr>
<tr>
<td>Oil in oil shale [3]</td>
<td>0.1-0.5</td>
<td>0.2-0.3</td>
<td>20-40</td>
</tr>
<tr>
<td>Water in oil shale [3]</td>
<td>n/a</td>
<td>n/a</td>
<td>10-40</td>
</tr>
</tbody>
</table>

The application of the model yields:

(i) physically-realistic transport parameters for all systems,

(ii) parameter sets that change between systems.

In the presentation, the new model will be explained, the new fits shown and the criticality of the different adaptations explained. We will show that the application of our model plus associated theory yields a wealth of physically-meaningful and consistent nano-scale transport parameters, insight into diffusion mechanisms and pore morphology. We believe that this work develops NMRD as the most powerful experimental tool for finding nano-scale dynamic properties of fluids in porous systems.
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Mucilage is mainly produced at the root tips and has a high water holding capacity derived from highly hydrophilic gel-forming substances. Neutron radiography showed that for young roots of lupins growing in sandy soils, the rhizosphere was wetter than the bulk soil during drying, but after severe drying and subsequent irrigation it remained markedly dry and required more than two days to rewet [1]. The objective of the MUCILAGE project is to understand the mechanistic role of mucilage for the regulation of water supply for plants. Our subproject investigates the chemical and physical properties of mucilage as pure gel and mixed with soil.

\(^1\)H-NMR Relaxometry represents a non-intrusive powerful method for soil scientific research by allowing both the quantification of water distributions and the monitoring of the water mobility in soil pores and gel phases, respectively. The objective of our study was first to distinguish water in a gel phase from pore water in a simplified soil system. From this knowledge, we demonstrate how mucilage drying and rewetting alter the properties of water in the respective gel phases and pore systems in the rhizosphere.

To distinguish gel-inherent processes from classical processes, we investigated how the water mobility varied as function of the water content in pure chia mucilage and how the wettability of dried chia mucilage changed by using \(^1\)H-NMR relaxometry. Using model soils, the signals coming from pore water and gel water were differentiated. Mucilage-containing model soils were consecutively dried and rewetted in order to characterize the swelling and shrinking of the mucilage gel in the soil matrix and the potential effects on the soil water mobility. The water properties for mucilage-rich soils were shown to evolve in function of the mucilage history. Further, by affecting the mobility of water entrapped in the mucilage network, we show that mucilage can modulate the rhizosphere hydraulic properties. Several factors influence the effect of mucilage such as its drying-wetting history, the soil particle distribution and the soil solution composition.

Based on these findings, we discussed the potential and limitations of \(^1\)H-NMR relaxometry for following natural swelling and shrinking processes of a natural biopolymer in soil.
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Moisture content (MC) of wood has a pronounced effect on its physical and mechanical properties \cite{1}. Namely, resistance of wood against wood destroying organisms is always a combined effect of toxic or inhibiting ingredients on the one hand, and of anatomical or chemical exclusion of moisture, which is one of the most important factors for biodeterioration. For this reason, the information on distribution and concentration of water in wood is of great importance. Large variability in wood structure and therefore distribution of MC is expected among different tree species. The feasibility of MR imaging for a non-destructive characterization of the moisture content and moisture distribution in tree tissues was tested and used in different applications, as for example in an in-vivo study of tree response to a mechanical wounding and in a study of efficacy of non-biocidal solutions for wood preservation (wax and oil based solutions).

Wood is a porous material whose matrix includes macromolecules that link water by hydrogen bonds \cite{2}. Therefore, wood has three different kinds of hydrogen nuclei and thus three different \textsuperscript{1}H MR signal sources: protons in solid wood, the cell-wall water protons and protons of free water in cell lumens, the later when the total moisture content is above fibre saturation point (FSP). The correlation between the MC and relaxation times was measured on samples of beech (Fagus sylvatica \textit{L.}) branches from different trees at different MC. The correlation was used to determine the MC distribution in the wounded part of a beech branch in-vivo from MR images obtained at different times after the mechanical wounding. The results indicate that in the margins of wounded wood in beech, not only cell wall alterations, but also intensive water accumulation represents integral part of protective mechanism for underlying sound wood \cite{3}. MRI revealed that xylem at the wound was dehydrated in a cone-shaped pattern reaching approximately 4.5 mm deep in the branch. Dehydration was delimited from the underlying sound wood with a layer of tissue with a high MRI signal and hence a high moisture content. This layer corresponds in position to the reaction zone. Moisture contents determined from MRI for the reaction zone in beech were greater than in healthy wood by factor of 1.5±0.3.

Water repellents as environment-friendly treatments are gaining their popularity as non-biocidal solutions for wood protection. One of the most important water repellents for wood besides waxes and organosilicon compounds are drying oils. Tung oil is one of the best performing oil. However, tung oil, similarly as other oils, does not penetrate deeply into wood, due to its high viscosity. In order to improve penetration of oil into wood, vacuum-pressure procedure was applied. MRI was used to determine the penetration depth and distribution of the oil into the wood samples of different species that are important in Central Europe: sweet chestnut heartwood, European larch heartwood, Scots pine heartwood, and Norway spruce heartwood (Fig. 1).
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**Figure 1** – Oil distribution in wood samples after impregnation of wood with tung oil.

The efficacy of wax emulsion against the moisture uptake was also checked and compared with the moisture uptake of untreated samples. The samples were soaked in water for 1 h and the moisture distribution in the samples was determined from MRI signal intensity. The moisture distribution during sample drying was monitored for 24 h. The amount and distribution of the moisture in the samples and the drying kinetics among different wood species and treatments were compared.

Results of the two studies demonstrated the efficiency of MR microscopy in analysis of responses of live trees to different stress conditions (first study) as well as its efficiency in analysis of wood preservation (second study). All the studies have in common the role of water in the samples that is used as a MRI sensor for the ongoing process in tree / wood. There are several additional wood products the production of which could be followed and possibly optimized by MRI. One such example is cross-laminated wood panel in which the effect of glue layers on migration of water across the panel is not yet fully understood.
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In situ visualization of Flow and Fouling layer formation during alginate filtration
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In membrane processes, fouling is one of the critical issues affecting the productivity, plant operation and maintenance costs [1]. This is true not just for membrane applications in wastewater and water treatment processes with high organic load, but also for membrane processes in dairy and beverage applications [2]. Operating conditions, feed composition and membrane material have a major influence on filtration performance and fouling behavior of the membranes. Ceramic hollow fiber membranes used in this study are characterized by a high chemical, thermal and mechanical stability as well as a high specific membrane filter surface.

Focusing on wastewater treatment processes, it has been reported that extracellular polymeric substances (EPS) are one of the main causes of membrane fouling [3]. In membrane filtration research, sodium alginate often serves as a model compound for EPS [1, 3]. Sodium alginate is a hydrophilic unbranched binary copolymer. In the presence of divalent cations, e.g. Ca\(^{2+}\), alginates form complexes, which lead to a significant change in filtration mechanisms in dead-end filtration and also to a change in filtration performance during cross-flow filtration experiments.

In addition to the description of filtration data using conventional cake filtration model, nuclear magnetic resonance imaging was used to elucidate the influence of Ca\(^{2+}\) on the fouling layer structure for alginate filtration with ceramic hollow fibre membranes. In order to visualize the alginate layers inside opaque ceramic hollow fibre membranes by means of MRI, magnetic iron oxide nanocrystallites (MIONs) were applied as contrast agents due to low image contrast between alginate fouling layer and surrounding water. The in situ filtration set up allowed not only spatially and time resolved imaging of fouling layer build up using the multi slice multi echo (MSME) pulse sequence, also flow velocity measurements were performed in order to gain more insight into the hydrodynamics in the fouled membranes (Fig. 1).

![Image](https://example.com/image1.png)

**Figure 1** – Axial MSME Image of a fouled membrane after filtration of 200 mg/l sodium alginate solution with addition of 2 mmol/l Ca\(^{2+}\) at 100 kPa (a); sagittal MSME images with saturation stripes in order to illustrate of flow in the ceramic hollow fiber membranes during dead-end filtration of 200 mg/l sodium alginate without (b)) and with (c)) addition of 2 mmol/l Ca\(^{2+}\).

On the one hand MRI reveals the structure of the alginate layers and confirms the conclusion from the evaluation of filtration data, that the addition of Ca\(^{2+}\) is leading to the formation of an alginate gel layer on the membrane, whereas in the absence of Ca\(^{2+}\), the structure of the alginate layer is better described by means of concentration polarization, hence more fluid and hydrodynamically better controllable. On the other hand, MRI allows additionally the measurement of flow profiles and hence provide a deeper understanding regarding the role of operating conditions and feed composition on hydrodynamics in the membrane lumen and thereby in the deeper understanding of factors leading to fouling layer formation [4].
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Mass transport in microfluidics: How Flow-MRI can help understand flow phenomena
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With the help of 3D-printing, reaction vessels with channel dimension from a few to a few hundred micrometers are feasible to manufacture [1,2]. While these systems are characterized by a good surface-to-volume ratio favorable for liquid-wall interaction, mass transport in these vessels is limited by the laminar flow pattern typical for these reactors. By introducing dedicated geometries, flow patterns can be tailored to the needs of the reaction. Characterizing these patterns in an experiment is challenging due to the small channel dimensions and the necessity to determine the three dimensional vector field for full characterization. Magnetic resonance imaging velocimetry (MRI velocimetry) acquires three-dimensional vector fields without requiring special tracer particles which could block the channel. In case of stationary flow, MRI velocimetry can reveal flow patterns in good spatial resolution and accuracy.

In this study a microfluidic reactor with herringbone structure was examined (Figure 1). It was designed to fit to a 30 mm Bruker Birdcage resonator, which was utilized on an Avance III 300 with a Micro 2.5 gradient system (max. gradient strength 1.5 T/m). The channels were 2 mm wide and 0.5 mm deep with two fluid inlets and one outlet, from which only one inlet was used with water. In the grooves of the herringbones, the channel deepens to 1 mm. This induces movement to the fluid favorable for fluid mixing and liquid-wall interactions. The channels are sealed with a glass plate, which can act as a carrier for solid-state catalysts[3].

An extension of the Flow Imaging Employing Single Shot Encoding (FLIESSEN) pulse sequence to the third dimension was employed to determine the 3D flow pattern [3,4]. A three-dimensional velocity vector field plot (Figure 2) emphasizes the ability of the herringbone structure to break up the laminar flow pattern. A measure for the interactions of the liquid with the glass plate is the surface shear rate. It can be calculated from three dimensional velocity data using finite differences [3]. For a slice near the glass plate, the induced patterns are clearly visible (Figure 3). This yields an improved liquid-wall interaction favorable for solid-liquid reactions at these positions.
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Influence of Fluid Dynamics on Polymerization Kinetics measured by Rheo-NMR
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Rheo-NMR combines nuclear magnetic resonance (NMR) and magnetic resonance imaging (MRI) respectively velocimetry. On the one hand rheo-NMR offers the possibility to gain information about a fluid on a molecular level, for example about its chemical composition. On the other hand it enables the determination of the fluid flow and deformation – the rheology. Because of that dualism it is possible to figure out relations and dependencies between the fluid dynamics and the chemical composition. The present work introduces a method based on Rheo-NMR, which allows investigations of the influence of fluid dynamics on the kinetics of a polymerization. Such a dependency has already been reported in some manuscripts [1, 2]. However, there is no detailed explanation nor description for the phenomena observed.

For this work, a heatable NMR measuring cell was constructed which corresponds to a Taylor-Couette reactor (TCR). It mainly consists of two concentric cylinders. The inner cylinder rotates and the fluid is placed in the gap between those cylinders. The fluid dynamics inside a TCR can be controlled by its geometry (diameter, gap width, length) and its operational parameters (rotational speed, viscosity of the fluid). It is well-known in literature and can be characterized theoretically by the use of dimensionless numbers. Figure 1 shows the measuring cell. The heating is realised by hot nitrogen gas flowing through small axial channels in the wall of the outer cylinder. For the laboratory experiments, the free radical polymerization of methyl methacrylate (MMA) in xylene initiated by AIBN was used as model system. Rheo-NMR measurements are of particular interest because the rise of the viscosity of the reaction mixture during polymerization causes different flow regimes.

With NMR spectroscopy the evolution of the monomer concentration was determined during polymerization at different rotational speeds. The monomer conversion depends on the rotational speeds for the same reaction time. From these results the rate constants for a global kinetic modeling approach are deduced. Furthermore, velocity profiles of the reactor cross section were measured by MRI. This allows for a determination of the flow regimes and for a comparison respectively validation with data calculated from literature [3]. It is conceivable that the fluid dynamics change the polymer conformation and, thus, the polymerization kinetics. A similar hypothesis is corroborated by Boodhoo et al. [4]. Further experiments are necessary to understand the reason of the dependency shown.
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Lithium Ion Diffusion in a Solid Conductor of Amorphous (Li$_2$S)$_8$(P$_2$S$_3$)$_2$ studied by Pulsed-Gradient Spin-Echo $^7$Li NMR Spectroscopy
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A sulfide-based solid lithium electrolyte, amorphous (Li$_2$S)$_8$(P$_2$S$_3$)$_2$ (named 8020A) has large ionic conductivity (σ) and is one of important candidates to use for all-solid lithium rechargeable batteries. A number of lithium ion solid conductors have been proposed, and the origin of the large σ values is supposed to be induced by fast migration of lithium ions. We have measured lithium ion diffusion in the solid electrolytes by pulsed-field spin-echo (PGSE) $^7$Li NMR [1-4]. It is known that the σ can become larger by crystallization procedure, although the amorphous samples are softer and better to make lithium batteries. The present 8020A has largest σ values at room temperature in the series of amorphous conductors. The $^7$Li spectra consist of broad and narrow components and were fitted by overlapped two Lorentzian curves. The ratio of the narrow component increased as the temperature increased. The $^7$Li PGSE NMR method was applied to observe the $^7$Li ion migration for the narrow component.

With the PGSE NMR experiments, the diffusion coefficient $D$ in homogeneous systems can be expressed by

$$E = \exp(-\gamma^2 g^2 \delta^2 D (\Delta - \delta/3)) = \exp(-bD),$$

where $g$ is the strength of pulsed-field gradient (PFG) and δ is the duration time of the PFG. Δ is the time interval of the two PFG and determine the observation time. It is known in the porous matters, $D$ is dependent on Δ (anomalous diffusion). Previously, we found that the lithium diffusion in the solid conductors depends on the measuring parameters not only Δ but also $g$. As an example, Figure 1 shows the $g$-dependent diffusion of the 8020A at 80 °C with Δ = 50 ms.

![Figure 1. $g$-Dependent diffusion plots at 80 °C with a fixed Δ = 50 ms for $g = 4.8$ to 17.4 Tm$^{-1}$ (6 points). The plots were measured at a constant $g$ with varying δ = 0.2 to 4 ms. The PFG has a good rectangular shape.](image)

The plots with Δ = 50 ms were linear from $g = 4.8$ to 12.4 Tm$^{-1}$ and the apparent diffusion constants ($D_{apparent}$) decreased as the $g$-values became larger (10 to 2.4 × 10$^{-12}$ m$^2$s$^{-1}$ for $g = 4.8$ to 12.4 Tm$^{-1}$). For the larger $g$-values, only the initial echo decays were linear. Then, we observed diffusion phenomena in most cases at or below $g = 9.8$ Tm$^{-1}$. The slowly migrating lithium ions were observed by the larger $g$ on the same Δ. We observed similar $g$-dependent phenomena between 30 and 120 °C for Δ = 10 to 100 ms.

For the short Δ, the echo attenuation plots showed diffraction patterns. Generally, the diffusive diffraction can be interpreted by restricted diffusion for particles in a confined space. In the present observations, the diffraction behaviors are irregular, depending on Δ and $g$, and not sensitive to temperature. The present sample contains standing P$_2$S$_3$ (anion) and immobile Li$_2$S. The $^{31}$P spectrum showed the co-existence of vibrating and rigid anions. It is not certain how much lithium ions are mobile at every temperature. On the other hand, at any temperature, one definite value of σ can be observed. The apparent diffusion constant observed by the PGSE $^7$Li NMR method gives us variety of values at a certain temperature. The lithium migration behaviors suggest polydispersities of diffusion depending on observation time and $g$. The ionic conductivity is reflected by the lithium migration in rather long time and distance at equilibrium state. We would like suggest that the quick migration observed in short Δ by the PGSE NMR contributes the efficiency of all-solid lithium batteries.
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NMR imaging of hydrogenation in micro-scale porous catalyst layers
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NMR imaging is one of the rare candidates for \textit{in situ} monitoring of physico-chemical processes, since it has versatile and rich toolkit for mass transport visualization. Conventional NMR imaging techniques often suffer from low sensitivity. This is especially crucial for imaging of fluids in small voids like in the case of chemical reactions occurring in a porous catalyst. We show that a substantial sensitivity boost can be achieved by combining remote-detection (RD) NMR and parahydrogen-induced polarization (PHIP), allowing one to visualize mass transport and hydrogenation reaction inside microfluidic packed-bed reactors.[1] This technique provided information about reaction product distribution, mass transport and adsorption effects.

The reactors were made by using 800, 400 or 150 μm ID tubes (inlet capillaries) connected to outlet 150 μm ID capillary inside a large birdcage encoding RF-coil. Figure 1A. The inlet capillaries were packed with solid porous Rh/SiO\textsubscript{2} catalyst to perform propene hydrogenation with parahydrogen. A small, ultrasensitive solenoid coil wound around the outlet capillary was used for detecting the signal in RD MRI experiments. The comparison of the spectra for produced hyperpolarized and thermally polarized propane in Figure 1B reveals significant signal enhancement (~ 60 times), implying that the use of parahydrogen is crucial in our experiments. Given that the detection coil was 820 times more sensitive than the encoding coil, the overall sensitivity boost provided by PHIP and RD was 60×820 ≈ 50 000. Such a significant improvement was used in experiments with spatial encoding in one and two dimensions. The 1D experiments were used to extract reaction product distribution along reactor lengths. The RD scheme naturally provided the time-of-flight (TOF) information about fluid gases in the catalyst layers, allowing mass-transport quantification. The reaction kinetic constants were determined by using measured fluid residence times. Moreover, it was demonstrated that comparison of the flow velocities in the catalyst layers and in the empty outlet capillary can be used to calculate the amount of dynamically adsorbed gases on the catalyst surface. The 2D experiments were used to resolve hyperpolarized propane distribution and fluid gas velocities in the transverse dimension of the reactors, Figure 1C. These data confirmed that, to a good approximation, the fluid flow in the given reactors was plug-like, and all the conclusions made in this assumptions using 1D RD TOF images are relevant.

The grants 16-33-60198-mol\_a\_dk, 14-03-93183-MCX-a (RFBR) and 14-13-00445 (RSF) are acknowledged.
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Solid-state and field-cycling NMR relaxometry studies on the dynamics of glass forming liquids and polymers in nanoporous systems
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We present $^2$H and $^{31}$P solid-state as well as $^1$H field-cycling (FC) NMR investigations of glass forming liquids and polymers in porous media. While solid-state NMR techniques like line-shape analysis and measuring stimulated echo decays provide information on the primary ($\alpha$-) relaxation determined by the glass transition phenomenon [1], FC NMR probes the slow, polymer-specific relaxation processes [2,3]. In Figure 1(a) the stimulated echo decays of the glass forming liquid tricresyl phosphate in MCM-41 matrices of different pore sizes are shown. Pronounced stretching is observed when the pore radius becomes smaller than 10 nm. The results are explained via a geometrical model which describes the observed broad distribution of correlation times by assuming a radial gradient $\tau(r)$ within the cylindrical pore (cf. Figure 1(b)). As $\tau(r)$ changes with temperature, we were able to introduce the idea of a dynamic correlation length.

Next we consider the polymers poly(propylene-alt-ethylene) (PEP, 29 kD) and polybutadiene [4] which are embedded in anodic Al$_2$O$_3$ (AAO) matrices. Collective polymer as well as “local” glassy dynamics are probed by $^1$H FC NMR relaxometry. Exploiting frequency-temperature superposition master curves can be constructed from experiments done at different temperatures and susceptibility spectra result, which extend over eight decades in frequency (Figure 2a). The corresponding dipolar correlation function for PEP in 15nm pores (with the strongest confinement effect) in comparison to that of bulk PEP are shown in Figure 2(b). While in the “local” (0) and in the Rouse relaxation regime (I) no effects are found, the entanglement (II) and terminal relaxation regime (III,IV) are significantly changed in the pores. Thus, subtle changes are observed for confinement sizes larger even than $R_T$ which estimated as $R_T = 15$nm.

**Figure 1** – (a) $^{31}$P Stimulated echo decay of tricresyl phosphate in porous material MCM-41: pore radius as indicated (b) Derived correlation time as a function of radius $\tau(r)$ for different pore radii (top) and for different temperatures (bottom).

**Figure 2** – (a) Susceptibility master curves for PEP in AAO matrices obtained from $^1$H FC NMR. (b) Corresponding dipolar correlation function.
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Ultrafast Laplace NMR of hyperpolarized xenon in CPG materials

O. Mankinen\textsuperscript{a}, J. Hollenbach\textsuperscript{b}, S. Ahola\textsuperscript{a}, J. Matysik\textsuperscript{b}, V.-V. Telkki\textsuperscript{a}

\textsuperscript{a}NMR Research Group, P.O. Box 3000, FIN-90014 University of Oulu, Finland; \textsuperscript{b}Universität Leipzig, Institut für Analytische Chemie, Leipzig, Germany.

NMR relaxation and diffusion measurements provide detailed information about dynamics and structures of substances such as porous materials. Since relaxation and diffusion data comprise exponentially decaying components, the processing requires a Laplace inversion in order to extract the diffusion coefficient and relaxation time distributions. Thus, these methods are referred to as Laplace NMR (LNMR). [1]

As in traditional NMR, multidimensional approach increases the information content and resolution of LNMR experiments [1]. However, experimental time becomes much longer as compared to one dimensional counterparts, restricting the applicability of these methods in monitoring fast processes. To address this issue, spatial encoding is applied to multidimensional LNMR. This approach enables single-scan acquisition of full multidimensional data, reducing experimental time by orders of magnitude [2, 3]. The price to pay is slightly reduced sensitivity. However, the single-scan approach enables one to use hyperpolarization techniques, improving the sensitivity of experiment by orders of magnitude, and hence opening new horizons in the investigation of dilute samples.

Hyperpolarized $^{129}$Xe-NMR is a very powerful tool for the characterization of porous materials and surfaces. Chemical shift of xenon is very sensitive to its local environment and, thus, it can reveal interaction between gas and the sample material [4]. One can also characterize pore size distribution and interconnectivity as well as dynamics of porous systems. Porous media are extremely important in many biological systems and technological applications. Silica based materials such as CPG (Controlled Porous Glasses) can be synthesized so that geometry and pore structure can be well-modelled. Therefore, they are attractive construction materials in various fields of science and technology such as biotechnology and micro-reaction engineering [5].

In this work, we will to combine ultrafast multidimensional Laplace NMR method and hyperpolarization of xenon for the first time in characterization of porous media. With hyperpolarization one is able to increase the sensitivity of the experiment significantly. We will show that the sensitivity boost allows us to investigate dynamics of gases absorbed in porous structures. When successfully completed, the method will open new area of interesting applications such as xenon-biosensors.
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Noninvasive Relaxometry Evidence of Linear Pore Size Dependence of Water Diffusion in Nanoconfinement
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We propose an original experimental method based on NMR at variable magnetic fields experiments (NMRD) and a theoretical analysis of the data that allows probing the spatial dependence of the diffusion coefficient of liquids specifically at proximity to pore surfaces. One of the key results found from these experiments is the linear relationship between average parallel diffusion coefficients and pore radii [1]. Another result is the robustness of the frequency scaling [1, 2, 3, 4] of the master curve approach able to take into account the complexity of the water dynamics at pore surface for samples of different geometries. This approach has proven useful for evaluating the efficiency of the coupling between liquid layers within nanopore by extracting gradients of diffusion coefficients.

The application of this method to water confined in synthesized calibrated nanopores like MCM-41 for cylindrical geometry [5] and SEOS for spherical geometry [6] has been successful to deal with several dynamical processes on pore surface for different materials. This shows the ability of the proposed method to discriminate between the influence of the geometrical confinement on intrapore dynamics and the chemistry of the interface induced by different synthesis of the materials. For instance, the frequency selectivity of NMRD profiles has been able to separate the different couplings coming from the spatial heterogeneities on the pore surfaces [1, 2]. This frequency selectivity of NMRD has also allowed discriminating several steps of a complex dynamics process composed by both loops in water and surface diffusion during adsorption events [7, 8, 9]. Based on our experimental and theoretical results, we believe that the proposed noninvasive method allows exploring the interplay between molecular and continuous description of fluid dynamics relevant in physical and biological confinements.
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Diffusion MRI/NMR at high gradients: challenges and perspectives
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Diffusion magnetic resonance imaging (dMRI) is a broadly applied non-invasive technique to study structural properties of porous media such as sedimentary rocks or cements, as well as anatomical, physiological, and functional properties of biological tissues such as brain, skin, lungs, and bones [1-4]. A reliable interpretation of dMRI signals in biomedical applications requires accounting for water exchange across semi-permeable membranes that separate cells from the extracellular space. Although numerous works have been devoted to water exchange across membranes [5,6], estimation of permeability by NMR methods remains a challenging and controversial topic. Conventionally, the dMRI signal is measured at relatively small diffusion-encoding gradients (or b-values), from which an apparent diffusion coefficient can be extracted and then related to the permeability. This perturbative approach is known to fail at high gradients, so that many phenomenological models have been proposed to partly remedy this failure and to get simple fitting formulas for the dMRI signal. While these models are often successful in fitting experimental data on a broad range of gradients, none of them has addressed the theoretical question how the dMRI signal is indeed modified at high gradients.

In order to understand the physical mechanism of the dMRI signal formation at high gradients, we developed a non-perturbative approach to solve the Bloch-Torrey equation describing the evolution of the transverse magnetization for one-dimensional diffusion across multiple semi-permeable barriers [7]. The obtained analytical solution generalizes the seminal work by Stoller, Happer, and Dyson [8], in which the non-Gaussian stretched-exponential behavior of the pulsed-gradient spin-echo (PGSE) signal was predicted at high gradients in the so-called localization regime. Based on this solution, we investigate how the diffusive exchange across a semi-permeable barrier modifies this asymptotic behavior, and explore the transition between the localization regime at low permeability and the Gaussian regime at high permeability. High gradients are suitable to spatially localize the contribution of the nuclei near the barrier and to enhance the sensitivity of the PGSE signal to the permeability $\kappa$. For instance, the ratio between two PGSE signals formed by the nuclei diffusing near weakly-permeable ($\kappa>0$) and impermeable ($\kappa=0$) membranes is shown to be $\exp(-1.7\,\kappa\,(\gamma g / D)^{1/3}\,\delta)$, where $\gamma$ is the gyromagnetic ratio, $g$ the gradient, $D$ the diffusion coefficient, and $\delta$ the gradient pulse duration. New physical features and potential perspectives of the non-Gaussian behavior are explored. The emergence of the localization regime in two- and three-dimensional domains is discussed and illustrated through numerical simulations.
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Multidimensional correlation of nuclear relaxation and diffusion
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Despite their usefulness in the study of porous materials, classical diffusion NMR techniques yield ambiguous results when the sample comprises multiple regions with different pore sizes, shapes, and orientations. Such ambiguities stem from the fact that those experiments are based on the Stejskal-Tanner sequence, a method where the effects of the aforementioned properties are intrinsically entangled. The separation of contributions from the various types of water environments have thus been made by fitting mathematical models of increasing complexity to the acquired data. However, selection of a single model from all the ones that are able to reproduce the data is typically challenging [1].

Here, we present a novel experimental protocol designed to resolve distinct microscopic water populations. In our approach, the heterogeneity of a given material is characterized via the individual values of isotropic diffusivity $D_{iso}$, diffusion anisotropy $D_A$, orientation of the diffusion tensor $(\theta, \phi)$, and relaxation rates $R_1$ and $R_2$, of different microscopic environments. Fig. 1(a) displays a pulse sequence that encodes the NMR signal for both diffusion and nuclear relaxation. Said sequence gives access to a 6D sampling space defined by the echo $\tau_e$, and repetition $\tau_R$, times, and the magnitude $b$, anisotropy $b_A$ [2], and orientation $(\Theta, \Phi)$, of the diffusion-encoding tensor. In the suggested NMR method, the full 6D space $(\tau_R, \tau_e, b, b_A, \Theta, \Phi)$ is pseudo-randomly sampled (See Fig. 1(b)), thus enabling the estimation of 6D correlations between the diffusion tensor parameters $(D_{iso}, D_A, \theta, \phi)$ and the relaxation rates $R_1$ and $R_2$. Within the diffusion tensor formalism, such acquisition scheme allows us to write the measured signal amplitude as

$$S(\tau_R, \tau_e, b, b_A, \Theta, \Phi) = \int \int \int \int \int K(\tau_R, \tau_e, b, b_A, \Theta, \Phi, R_1, R_2, D_{iso}, D_A, \theta, \phi) \times P(R_1, R_2, D_{iso}, D_A, \theta, \phi) d\phi d\theta dD_A dD_{iso} dR_2 dR_1,$$

where $P(R_1, R_2, D_{iso}, D_A, \theta, \phi)$ is the 6D probability distribution that characterizes the material’s heterogeneity, and $K(\ldots)$ denotes a twelve-dimensional kernel that weights the effects of each one of the experimental parameters on the signal-decay, thus mapping $P(R_1, R_2, D_{iso}, D_A, \theta, \phi)$ into $S(\tau_R, \tau_e, b, b_A, \Theta, \Phi)$. Making use of a data inversion algorithm based on the one used in ref. [3], the distribution $P(R_1, R_2, D_{iso}, D_A, \theta, \phi)$ is retrieved in a model-free fashion, and the different values of $R_1$ and $R_2$, as well as the parameters $(D_{iso}, D_A, \theta, \phi)$ of the assumed axisymmetric microscopic diffusion tensors, are determined and reported as correlation maps. All the presented methods are experimentally validated on materials with known diffusion properties.

Since the typical MRI voxel comprises multiple microscopic domains with varying chemical and diffusion properties, the presented method shows great potential for in vivo studies of the human brain. In particular, through the imposition of physiologically reasonable constraints, we expect that our protocol can serve as a basis for experiments capable of determining the composition of a voxel in terms of tissue and cell types.

Figure 1 – (a) NMR pulse sequence for encoding diffusion and nuclear relaxation effects. The thin vertical lines denote 90° RF pulse while the thick vertical lines represent 180° pulses. The bottom right panel illustrates the unit vectors ($n_1, n_2, n_3$) of the three sets of gradient pulses which allow for isotropic and anisotropic diffusion encoding. The dashed box shows a magnification of the first bipolar gradient pulse. (Adapted from ref. [4]). (b) Pseudo-random data sampling strategy for 6D correlation of $(R_1, R_2, D_{iso}, D_A, \theta, \phi)$. The bottom right panel displays the orientation distribution $(\Theta, \Phi)$ of the $b$-values as an azimuthal projection of a sphere.
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Single-file diffusion of gas mixtures by high field diffusion NMR
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Single-file diffusion (SFD) is diffusion in one dimension inside non-intersecting channels so narrow that they forbid mutual passage of molecules. While normal diffusion shows a linear dependence of mean square displacement (MSD) on diffusion time, for sufficiently long channels with negligible boundary effects at their edges, SFD can be distinguished by its MSD growth with the square root of time

\[ \langle z^2(t) \rangle = 2Ft^{0.5}, \]  

where \( F \) is the SFD mobility. This distinctive difference is manifested in the reduced growth of MSD over time for SFD relative to normal diffusion. The potential use of this property in highly-selective separations and controlled catalysis provides motivation for studies of SFD in mixtures containing different types of molecules. We had recently reported experimental observation of SFD of a molecular mixture for the first time [1]. In the present work, SFD of CO/CH\(_4\) and CO/CO\(_2\) mixtures as well as of the corresponding pure gases in L-Ala-L-Val (AV) channels was investigated by pulsed field gradient (PFG) NMR technique using the combined advantages of high magnetic field (17.6 T) and large magnetic field gradients (up to 30 T/m). The diffusion studies were performed at 298 K for a broad range of diffusion times, which allowed for verification of the time scaling of the MSD for single-file diffusion (Figure 1).

In agreement with the expectation of the exclusion of mutual molecular passages, the SFD mobilities of the individual gas components in the gas mixture samples were found to be identical. These mixture SFD mobilities were observed to be larger than the smallest SFD mobilities of the corresponding slowest individual components at comparable total molecular concentrations in the channels and identical temperature (Table 1). This finding deviates from the observation often made for normal diffusion where the addition of a faster-diffusing component does not significantly change the diffusivity of a slower-diffusing component in microporous channels.

![Figure 1](image)

**Figure 1** – Time dependence of the MSD for two-component gas mixtures and the corresponding pure gases in AV channels at 298 K. The MSD reported here accounts for the helical topology of the channels. Solid lines are best fits to the measured time dependences of the MSD to Eq. 1.

<table>
<thead>
<tr>
<th>Mixtures</th>
<th>Single-Sorbate Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO + CH(_4)</td>
<td>CO + CO(_2)</td>
</tr>
<tr>
<td>( F \times 10^{14} \text{ (m}^2\text{s}^{-1/2}) )</td>
<td>3.1 ± 0.2</td>
</tr>
</tbody>
</table>

Molecular clustering in the studied single-file channels is proposed to reconcile the experimental SFD data with the random walk model, which predicts a transition from the SFD mechanism to the mechanism of the center-of-mass diffusion (COM) at sufficiently large diffusion times [2,3]. COM is characterized by concerted movements of all molecules in each channel, resulting in a linear growth of the MSD with time. Although predicted by the model to occur within our experimental conditions, the transition from SFD to COM was not observed experimentally, and its absence can be attributed to clustering. Molecular clustering may also contribute to the observed relationship between the SFD mobilities for the mixtures and the corresponding one-component sorbates. Our data suggest that pure CO forms larger clusters than the CO/CH\(_4\) and CO/CO\(_2\) mixtures in AV nanochannels. This is consistent with the stronger dipole-dipole interactions in pure CO and weaker dipole-induced dipole interactions that are introduced in mixtures of CO with CH\(_4\) or CO\(_2\).

References

Understanding Deactivation in Porous Catalysts Using NMR Diffusion Techniques

C. D'Agostino, Y. Ryabenkova, G. J. Hutchings, M. D. Mantle, L. F. Gladden

Catalyst deactivation is an issue of paramount importance in order to make a catalytic process viable. This is particularly the case for highly porous heterogeneous catalysts. The loss of activity in such materials may be due to a number of different reasons, for example, the active sites of the catalyst within the pore space may be covered by coke or organic material. Moreover, the pores and channels of the catalyst may become partially or completely blocked due to changes in catalyst porosity, sintering of crystallites and/or deposition of other external material [1]. These changes in structural properties may also prevent the diffusing reactants from reaching the active sites with a consequent decrease of reaction rate [2].

In the current work we have investigated the deactivation of a highly porous bimetallic AuPt/C catalyst for the aerobic liquid-phase oxidation of 1,2-propanediol to lactic acid under mild conditions, an important reaction in sustainable chemistry. The catalyst showed good activity and selectivity but exhibiting significant deactivation, thereby limiting its reusability. Therefore, we have investigated the deactivation process of this catalyst with several techniques including N₂ adsorption, temperature-programmed oxidation (TPO) and Pulsed-Field Gradient (PFG) NMR diffusion measurements.

Figure 1 shows a typical PFG NMR log attenuation plot of the system under investigation, which indicates the presence of three diffusion components: one is assigned to the free diffusion of the bulk liquid surrounding the catalyst particles; a second component is due to guest molecules diffusing inside the mesopores of the catalyst; a third component, with much lower values of diffusivity, is assigned to molecules diffusing in the micropores. In such pores the size of the diffusing species becomes comparable with the pore size, hence a very slow diffusion is observed.

Table 1 shows the results from N₂ adsorption analysis together with data on conversion and diffusivity in the micropores. It is clear that a dramatic decrease of surface area and pore volume is observed after each cycle of reaction.

Table 1. Surface area, pore volume, conversion and micropore diffusivity in fresh and reused catalyst samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Surface area [m² g⁻¹]</th>
<th>Pore volume [cm³ g⁻¹]</th>
<th>Conversion [%]</th>
<th>Diffusivity [m² s⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AuPt/C fresh</td>
<td>1305</td>
<td>0.95</td>
<td>97</td>
<td>5.63 × 10⁻¹¹</td>
</tr>
<tr>
<td>AuPt/C 1st run</td>
<td>910</td>
<td>0.56</td>
<td>83</td>
<td>3.40 × 10⁻¹¹</td>
</tr>
<tr>
<td>AuPt/C 4th run</td>
<td>628</td>
<td>0.38</td>
<td>31</td>
<td>2.30 × 10⁻¹¹</td>
</tr>
</tbody>
</table>

The results reveal that a decrease in catalyst porosity affects the diffusion within the microporous region, hence some catalyst sites become inaccessible. Using the values of diffusivity for the reagent we have also estimated the Weiz-Prater number, which revealed the presence of diffusion limitations within the microporous space. This work shows that combining NMR diffusion techniques with more traditional methods can yield new insights into catalyst deactivation mechanisms.
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Marginal distributions constrained optimization (MADCO) used to accelerate 2D MRI relaxometry
D. Benjamini, P. J. Basser
Quantitative Imaging and Tissue Sciences, NICHD, National Institutes of Health, Bethesda, MD 20892, USA

Introduction: Multidimensional NMR experiments allow us to study correlations between relaxation properties, such as $T_1$ and $T_2$ and physical parameters, such as the diffusivity ($D$). In the 2D case, when the kernels have an exponential form, application of a 2D inverse Laplace transform (ILT), which is a classic ill-conditioned problem, is required. The most common and efficient 2D-ILT algorithm [1] is typically used in 2D relaxometry experiments that involve a CPMG acquisition, which results in high-density sampling of the signal decay. Although multidimensional diffusion/relaxation experiments have been of great interest in recent years, preclinical and clinical applications remain infeasible. In high-field MRI scanners, specific absorption rate limits the use of multi-echo or CPMG pulse trains, and the large amounts of data required cannot be collected in in vivo experiments due to long scan times. The goal of this work is to vastly reduce the number of acquisitions required for an accurate 2D diffusion/relaxation spectrum reconstruction. Recently, a strategy was introduced that used the marginal 1D distributions of the desired 2D function as equality constraints [2] to stabilize and reduce the number of acquisitions. Here we apply the concept of marginal distributions constrained optimization (MADCO) to multidimensional NMR experiments.

Methods: Although the method is equally applicable to other types of multidimensional experiments, we chose to demonstrate it on a $D$-$T_1$ polyvinylpyrrolidone (PVP) water solution phantom. Doped water and PVP were used to create a 3-peaks MRI phantom. Two purified water samples with 0.18 mM and 0.5 mM gadopentetate dimeglumine were prepared, along with a 20% w/v PVP water solution sample. The corresponding relaxation times and diffusivities ($T_1,D$), as measured separately for each sample (referred to as ground truth, Fig. 1A). MRI data were acquired on a 7 T Bruker wide-bore vertical magnet with an inversion recovery DW EPI sequence. The full 2D experimental set had 40 diffusion gradient linear steps, and 37 inversion times ($\tau$) with logarithmic spacing. A single 5 mm axial slice with a matrix size and resolution of 64x64 and 0.2x0.2 mm, respectively, acquired with 2 averages and 4 segments. For $D$-$T_1$ measurements, for a given recovery time the fully recovered data are subtracted from the data, and the signal attenuation can be expressed as:

$$M(\tau, b) = \sum_{n=1}^{N_\tau} \sum_{m=1}^{N_D} F(T_{1,n}, D_m) \exp(-\tau/T_{1,n}) \exp(-bD_m)$$  \hspace{1cm} (1)

In this work we suggest a simple way to stabilize the estimation of $F(T_1,D)$ in Eq. 1, while significantly reducing the number of required acquisitions and improving accuracy, by constraining the solution according to the following relations:

$$\sum_{n=1}^{N_\tau} F(T_{1,n}, D_m) = F(T_1) \hspace{1cm} \text{and} \hspace{1cm} \sum_{m=1}^{N_D} F(T_{1,n}, D) = F(D)$$  \hspace{1cm} (2)

These marginal distributions can be separately estimated from 1D experiments, which require an order of magnitude less data than a conventional 2D acquisition.

Results and Discussion: The performance of MADCO was determined and compared with the conventional method by estimating the $D$-$T_1$ distribution by using 500 random subsamples from the full data at 19 logarithmically distributed acquisitions, from 7 to 1480. 2D distributions and their 1D projections obtained from MADCO and conventional analyses of the signal using 7 and 1480 acquisitions, respectively, are shown in Figs. 1 B and C. Purposely oversampled, the full acquisition scan time in the 2D experiment was ~37 h. As shown, the $D$-$T_1$ distribution estimated with the conventional method was far from accurate, even when the full data set was used (Fig. 2C). Conversely, applying the proposed method led to very good agreement with the ground truth distribution, even when only 7 randomly sampled data points were used (Fig. 2B). This immense improvement in accuracy and efficiency translates to a reduction in the required 2D scan time from 37 h to 10 min.

Conclusions: The potential impact of this work is directed towards preclinical and clinical applications, where it would allow a comprehensive investigation in a reasonable time frame by using the MADCO method in conjunction with a variety of 2D MRI experiments. Furthermore, our work may be extended beyond 2D, since application of the marginal distributions constrained optimization principle in higher dimensions enables the main limitation of experimental time to be lifted.
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![Figure 1](image-url) – $D$-$T_1$ distributions. (A) Ground truth, estimated using (B) MADCO with 7 acquisitions, and (C) conventional using 1480 acquisitions.

Conclusion: The potential impact of this work is directed towards preclinical and clinical applications, where it would allow a comprehensive investigation in a reasonable time frame by using the MADCO method in conjunction with a variety of 2D MRI experiments. Furthermore, our work may be extended beyond 2D, since application of the marginal distributions constrained optimization principle in higher dimensions enables the main limitation of experimental time to be lifted.
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Magnetic Resonance Imaging with a Variable Field Superconducting Magnet that can be rotated for Vertical or Horizontal Operation
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We have recently installed a horizontal bore superconducting magnet that is maintained in a superconducting state by active cooling, rather than through conventional cryogens. The magnet is permanently connected to its power supply which means it is facile to change the static magnetic field to suit a particular sample or experimental study. It is not however a field cycling magnet. The magnet is dramatically smaller and lighter than conventional superconducting magnets given the lack of cryogens. This means it is feasible to rotate the magnet on a cradle for vertical or horizontal sample access and sample orientation.

Our initial experience with this magnet, including heteronuclear studies with variable field but constant frequency RF probe will be described, as will our experience with rotating the magnet for vertical and horizontal bore operation. Variable field operation is very advantageous for samples with susceptibility driven inhomogenous broadening since one can readily control the experimental line width [1].
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A new downhole MRI tool

W. Liu, L. Xiao, X. Li, S. Luo
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Traditional NMR logging instruments cannot distinguish the formation pore fluid properties of the circumferential borehole. This paper describes a new downhole circumferential partitional MRI tool to measurement formation pore fluid properties of the vertical apertures and circumferential apertures. The principle of circumferential partitional MRI changes original model that detection area is single in azimuthal aperture into circumferential partitional measurement.

The new MRI tool includes sensor, electronics and capacitor cartridge. The magnetic field distribution of different direction is shown in Fig.1, and array antenna can respectively excite one-eighth of its aperture. 40 sensitive volumes from 8 circumferential partitions and 5 radial depths can be obtained in this way.

![Figure 1 – The magnetic field distribution of different direction](image)

For the sensor characteristics of downhole circumferential partitional MRI tool, electronic cartridge control array antenna to transmit high power pulse sequence and receive echo signal. In the case of narrow borehole environment, transmit-receive circuit can’t increase with the change of antenna number. In order to save the electronic cartridge space, instrument use time-sharing multiplexing technology to achieve the measure of array antenna in different circumferential partitions and radial depths. Fig.2 shows the schematic circuit diagram of downhole MRI tool. Electronic cartridge includes antenna interface circuit, transmit-receive circuit and main control circuit. With the increase of antenna number, the antenna interface circuit become particularly complex. In order to realize the impedance matching of each part, an active MOS tube control technology is used to design the option switch of interface circuit. Adopting multistage discharge mode to shorten the antenna recovery time. The function of transmit-receive circuit is high power pulse emission and weak signal acquisition.

![Figure 2 – the schematic circuit diagram of downhole MRI tool.](image)

This new downhole circumferential partitional MRI tool can be used for wireline logging or LWD. Facing the high heterogeneity of Complex reservoir, pore structure and fluid properties can be obtained By collecting echo signal from different azimuthal formation. Instrument can truly realize the 3D MRI of the reservoir.
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A compact X-Band resonator for DNP-enhanced Fast-Field-Cycling NMR at 340 mT
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Dynamic Nuclear Polarization (DNP) is a versatile technique that can be used to hyperpolarize nuclear spins that are coupled to unpaired electron spins. Previous studies [1,2] have demonstrated that DNP-enhanced Fast-Field-Cycling (FFC) relaxometry at 73 mT can provide an increased sensitivity over standard FFC techniques using liquid-state DNP effects. DNP measurements of polymer melts at 340 mT[3], however, have shown that in such systems hyperpolarization is created via solid-state DNP effects. Those effects appeared to be much less effective at 73 mT [2], providing only small DNP enhancements.

A new probehead was developed for DNP-enhanced FFC relaxometry at 340 mT polarization field strength [4]. It is based on a dielectric-filled microwave cavity resonator operating in the TM_{110} mode at 9.5 GHz and is suitable for axial magnet geometries with a bore access of at least 20 mm. The probehead includes a single-resonant planar radio frequency coil for NMR detection at 16.7 MHz and is compatible with standard 3 mm NMR tubes. The microwave resonator was assessed in terms of the microwave conversion factor and microwave-induced sample heating effects.

A comparison of three exemplary viscous samples shows that for such systems DNP at 340 mT provides a more than 5-fold improved enhancements over DNP at 73 mT. Furthermore, the 4.7-fold increase of the polarization field causes a gain of both electron and nuclear spin Boltzmann polarization. Hence, an overall 23-fold improvement of nuclear spin hyperpolarization is obtained from DNP-enhanced FFC relaxometry of viscous systems at 340 mT. This development significantly widens the range of potential application for this technique.

References
A Robust NMR Method to Measure Porosity of Low Porosity Rocks
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Nuclear magnetic resonance (NMR) is wildly used in petrophysical analysis, such as porosity, irreducible water saturation and wettability. Accurate rock porosity measurements are critical for oil and gas reservoir evaluation, especially for complex reservoirs with low porosity. When rocks are saturated with water, the NMR signals reflect total volume of fluid in the pores. Typical laboratory NMR porosity measurements are divided two parts: preparing the standard samples and establishing the standard equation, and testing water saturated rock samples [1]. Four factors mainly affect the accuracy of NMR total porosity measurement of a rock sample, including the waiting time (TW), the echo time (TE), hydrogen index (HI) and rock temperature. By choosing the proper parameters and exciting a series of RF pulses, the rock porosity is calculated directly by the integral area of the T2 spectrum or initial amplitude of the echo signal. However, due to the insufficiently short echo time, NMR porosity measurements of low porosity rocks are usually underestimated. Magic-sandwich echo is famous for its capability of providing a reasonably long final delay that covers the dead time [2], which has not yet found its way into application for NMR porosity measurement, and we think it is a robust method to detect fluid in micro pores of low porosity rocks.

In order to compare the accuracy of porosity measurements between magic-sandwich echo (MSE) and Carr – Purcell – Meiboom – Gill (CPMG) train, we selected both conventional oil reservoir rock samples and low porosity reservoir rock samples, including relative high porosity sandstones (samples A1, A2), tight sandstones (samples B1, B2) and shale stones (samples C1, C2) respectively. Laboratory water porosity analyses were also needed to verify results of different NMR porosity measurement methods. Both MSE initial amplitude and CPMG train initial amplitude were measured to calculate total porosity of a sample. Figure 1 shows the comparison between MSE signal and CPMG train signal of water saturated sample B1, and the initial amplitude of MSE (5707.209 a.u.) is larger than the latter one (5057.418 a.u.). In our research, the echo time of CPMG train we used was 0.1ms, and the initial amplitude would be lower (3451.795a.u) if the echo time was 0.3ms.

Figure 1 – NMR signals of sample B1. (a) MSE measured signal, (b) CPMG train measured signal.

By using the standard equation of samples, we could calculate porosity of different rock samples. It should be noticed that the initial amplitudes of shale samples cannot be used directly to calculate porosity, because dry shale samples have strong NMR signals, and the signals come from the clay minerals which contain crystallized water. After measured water saturated samples signals, these samples were dried for 24 hours and measured NMR signals again. The values we used as equivalent initial signals were calculated by subtracted dry signals from water saturated signals. The porosity results of different rocks with different NMR measurement methods are shown in Table 1.  

Table 1. Porosity results of different rocks with different NMR measurement methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>A1 (%)</th>
<th>A2 (%)</th>
<th>B1 (%)</th>
<th>B2 (%)</th>
<th>C1 (%)</th>
<th>C2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>18.63</td>
<td>13.10</td>
<td>4.25</td>
<td>6.44</td>
<td>3.39</td>
<td>2.19</td>
</tr>
<tr>
<td>CPMG train</td>
<td>18.40</td>
<td>12.96</td>
<td>3.87</td>
<td>6.05</td>
<td>3.01</td>
<td>1.93</td>
</tr>
<tr>
<td>Water porosities</td>
<td>18.76</td>
<td>13.37</td>
<td>4.48</td>
<td>6.62</td>
<td>3.52</td>
<td>2.41</td>
</tr>
</tbody>
</table>

Comparing MSE and CPMG train porosity results, we can make a conclusion that the MSE detects more fluid volume, which is a better way to measure porosities of rock samples. MSE is a robust NMR Method to measure porosity more accurately in low porosity rocks, and the experimental time is also faster than traditional methods.
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Emerging NMR approaches for characterizing rock heterogeneity
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Rock heterogeneity provides clues about the processes of sediments deposition and subsequent compaction, cementation or dissolution during geological evolution period [1]. Some heterogeneity features, for instance variations of pore structure and mineral compositions over microscopic scale, may largely influence the permeable and mechanical characteristics of rocks. In common, NMR techniques unravel the morphology features and the hierarchy of interactions with fluids confined in its pore space, therefore can readily evaluate the structural and compositional heterogeneity of rocks [2-4].

In this context, we introduce two 2D-NMR methods to probe the heterogeneity degree of rock cores. The first presented framework is eigenmode correlation experiment. It relies on the correlation of ground and high relaxation eigenmodes in spin-bearing molecular diffusion equation in successive time domains of 2D-NMR experiments [5]. This approach allows one to obtain pore length scales correlated to NMR relaxation times, and to intrinsically extract surface relativity values from 2D eigenmode correlation maps. This experiment utilizes a shorter effective encoding period in the first domain as compared to diffusion-relaxation correlation method, thus, the additional signal attenuation caused by relaxation effect is much weaker [5, 6]. By this means, the information of pores with comparably small size and significant internal gradients can be preserved, which provides more detailed insights of structural and pore surface heterogeneity of rocks. The experimental results of two rock samples with different lithology (Figure 1.a-b) reveals a wider relaxation time distribution but narrower pore length scale in sandstone, implying more sophisticated surface mechanism and lower structural heterogeneity. Moreover, the stronger deviation of 2D distribution in shorter relaxation time in sandstone (Figure 1.a) indicates larger surface relaxivities occurred in smaller pore regions, which may be due to the existence of strong paramagnetic materials.

The second approach is designed to investigate the solid composition heterogeneity of rocks [7]. By coupling the aforementioned high eigenmode contribution and $T_2$ attenuation along FID decay in a 2D experiment, the determination of pore length scales can be easily correlated with solid-liquid magnetic susceptibility contrast $\Delta \chi$. Since the variation of $\Delta \chi$ in different pore regimes is associated with the local variation of solid matrix compositions, it provides a straightforward indication of compositional heterogeneity from the obtained 2D correlation maps. A relevant factor can be defined from the inverse correlation line of 2D map and utilized to quantitatively evaluate this rock heterogeneity. As shown in Figure 1. c-d, the susceptibility contrast value is larger in sandstone than that in limestone, which infers more paramagnetic components in sandstone. Furthermore, the 2D distribution of limestone extends more along both directions, indicating diverse solid compositions over different pore regimes and therefore a higher compositional heterogeneity degree.

Since these two proposed 2D techniques offer alternative ways of investigating rock heterogeneity, it enables one to study the permeability and elastography behaviors in rocks [8]. Moreover, both methods do not require sophisticated NMR hardware as compared to MRI techniques, which facilitates their implementation in NMR systems during porous materials research.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Eigenmode correlation experimental results in sandstone (a) and limestone (b) at 2 MHz. Correlation experimental results of pore length with susceptibility difference in sandstone (c) and limestone (d) at 64 MHz.}
\end{figure}
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Low field NMR surface relaxivity studies of chalk and argillaceous sandstones
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This paper provides an insight into how the surface relaxivity of minerals constituting rocks are affected by changes in temperature and Larmor frequency. This is relevant for connecting conventional rock core testing data to reservoir logging data.

In the present study, we perform laboratory NMR $T_2$ measurements on Gorm field chalk, Stevns Chalk, Solsort field greensand and Berea sandstone so as to determine the surface relaxivity, $\rho$, of the rock forming minerals. Transverse relaxation rate, $1/T_2$ is proportional to $\rho$ and the surface-to-volume ratio ($S/V$) of the pore space:\[1\]:

$$\frac{1}{T_2} = \rho \frac{S}{V}$$  (1)

Paramagnetic minerals in contact with the water accelerate the surface transverse relaxation (equation 1) at higher frequencies, so $T_2$ distributions at Larmor frequency 2 and 20 MHz at 40°C were used to identify the presence of paramagnetic minerals in water saturated rocks. Therefore, the surface relaxivity of the respectively purely calcitic and purely quartzitic Stevns chalk and Berea sandstone proved not to be affected by the changes in frequency. By contrast, paramagnetic minerals in the Gorm field chalk and Solsort field greensand resulted in higher values of $\rho$ when the NMR measurements were performed at higher Larmor frequency (Figure 1).

$T_2$ distributions at temperatures ranging from 10 to 70°C provide a valuable connection between lab and field transverse relaxation measurements. The $T_2$ distributions illustrate that $\rho$ for calcite tends to decrease with temperature whereas $\rho$ for quartz tends to increase with temperature. These changes may be used to describe changes in the porosity and pore size distribution obtained in the lab, compared to those in the logs.

![Figure 1](image1.png)

Figure 1 – Changes in the surface relaxivity of the main minerals constituting the rocks under investigation versus the Larmor frequency of the measurements. The $T_2$ value was acquired at 2 and 20 MHz at 40°C.

![Figure 2](image2.png)

Figure 2 – The surface relaxivity of calcite in (a) Gorm field chalk and (b) Stevns Klint chalk, quartz in (c) Solsort field greensand and (d) Berea sandstone at 20 MHz obtained at temperatures ranging from 10 to 70°C.
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Measurement of interfacial area from NMR time dependent diffusion and relaxation measurements
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During forced displacement of water by oil in a water-wet porous media, a fraction of the energy injected into the system is dissipated due to the multiple restrictions in the pore network system. The other fraction, reversible, is used to create an interfacial area between the two phases. These thermodynamical aspects have been considered as early as 1970; today, based on recent high resolution 3D tomography, it is estimated that about 40% of the energy is reversible [1]. Taking into account the interfacial area may be a new way of understanding and predicting two-phase flow in porous media, especially in the context of enhanced oil recovery where predicting the behavior of trapped phases is crucial.

The measurement of interfacial area is not an easy task. Indeed, conventional techniques such as gas adsorption require non saturated samples. In liquid saturated samples, tracer techniques can be used [2] but they require no interaction of the tracer with the solid surface. For a porous media saturated with only phase, it is well known that T1 or T2 relaxation gives quantitative information about the solid-liquid surface providing the surface relaxivity is known. Alternatively, short-time diffusion measurements [3] provide, without calibration coefficient, a specific surface area similar to gas adsorption technique providing the surface is small enough (typically <1m²/g). We show first on a reference material that the surface determined by NMR is the same the one determined by gas adsorption. On different grain packs, the measured surface is also proportional to the grain size as expected. Then, we extended the short time diffusion technique in two phase situation to determine the interfacial area in porous media saturated with oil and water in drainage and imbibition. It requires in general the detection or separation of the oil from the water signal, and this is performed by doping water with paramagnetic manganese chloride. An example is shown in Figure 1. In this case, we record the effective diffusion time of dodecane in a synthetic model porous media saturated with oil and water. The oil was forced into the sample by centrifuge. The sequence used is a bipolar PGSTE in which the shortest diffusion time available is 8 ms (23 MHz resonance frequency). With a T2 reaxation time below 1 ms, the doped water diffusion is therefore filtered. However, diffusion lengths of dodecane below about 5 µm are not available and the data were fitted with a 3 parameter model allowing the determination of the slope, proportional to S/V, at Ld=0. In the case of Figure 1, we measured a surface area of 0.20 m² after centrifuging, the volume of dodecane being 1.10 ml. After spontaneous imbibition, the surface area increased to 0.27 m². The solid surface area is 0.47 m².

![Figure 1](image1.png)

**Figure 1** – Effective diffusion coefficient D of dodecane vs. the one dimensional diffusion length Ld=(2Dmt)⁰/², Dm diffusion coefficient of dodecane, t diffusion time of the NMR sequence.

![Figure 2](image2.png)

**Figure 2** – T1-T2 map of dodecane (T2~600ms) and doped water (T2~0.8ms) in a porous media saturated with both fluids.

Diffusion measurements are however sensitive to internal gradients, especially close to interfaces where they are the strongest. An alternative simple technique exist: although the relaxation of dodecane at the oil-water interface is too weak to be exploited, we observed that the presence of paramagnetics in the water strongly enhanced its relaxation (Figure 2). A T1/T2 ratio of about 2 is a convincing evidence of the interfacial relaxation of dodecane. Using the above mentioned surface area, we determined a surface relaxivity of about 4 µm/s. We used this effect to measure interfacial area by NMR relaxation while performing flooding experiments.
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Permeability from time dependent methane saturation monitoring in shales


*Schlumberger Dhahran Carbonate Research, Dhahran Techno Valley, Saudi Arabia.

Measurement of permeability of very tight rocks is difficult, uncertain, and no clear industry standard has yet been agreed. This paper will investigate a novel technique to determine the permeability in shales, by using NMR to monitor saturation and de-saturation of gas shale plugs as a function of time.

In our approach, the raw NMR signal of the sample is measured before and during methane injection. During the injection of methane, the raw NMR signal increases, and subtraction of the base signal returns purely the response from the injected methane. This difference is used to obtain the $T_2$ distributions and $T_1-T_2$ correlations related solely to the injected methane in the shales. Figure 1 illustrates one example of time lapse $T_2$ distributions for the methane acquired during de-saturation.

Figure 1 – Methane $T_2$ distribution during de-saturation.

The $T_1$ distributions of conventional rocks are typically used as source of information on the pore size distribution and fluid viscosity. In the case of gas in unconventional reservoirs, the interpretation may be more complex. However, it can be confidently stated that the different $T_2$ values refer to gas in different “environments” with different dynamic processes. The $T_2$ cutoffs can still be used to partition the $T_2$ distributions into components of the signal arising from gas whether the environments refer to pores of different sizes or gas at different conditions.

Our approach uses the rate of change for different $T_2$ components during the production of gas (Figure 2) and the signal amplitude of each component at maximum saturation pressure to calculate the permeability related to the individual environment modifying the approach of Sutherland et al. [2].

Figure 2 – decay for different $T_2$ components and three different samples as a function of de-saturation time, corresponding to the $T_2$ windows identified in Figure 1.

In the majority of shale gas formations, there are two types of pore systems: kerogen-hosted organic pores (OP) and inorganic pores (IP). By fully saturating 1.5-inch shale cores with methane and by continuously measuring the NMR signal it is possible to determine the individual porosity and permeabilities of these systems. $T_1-T_2$ correlation measurements are also included to confirm the individual zones and the mobility of the fluid in the zones. It was determined that a single exponential decay is unable to account for the heterogeneity in the pore structures of shales, leading to errors in reservoir simulations using ECLIPSE®.

This work demonstrates that a multi-exponential system is required for proper description of the depletion from shales, and their storage and release mechanisms. Also, it proposes an approach to extract permeability information for each $T_2$ component.
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Accurate phase-shift velocimetry in porous media: the importance of propagator asymmetry

A. Vallatos\(^a\), M.N. Shukla\(^a,b\), V.R. Phoenix\(^a\), W.M. Holmes\(^a\)
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For producing velocity maps in porous media, where voxel size is greater than the typical pore size, it has been generally advised to use the more time consuming propagator method [1], as numerous issues have been reported with the use of phase-shift velocimetry. These issues can be broadly categorised as:

1. Measured average velocity values do not agree with values calculated from the known flow rate and porosity. Lower values than expected are reported at higher flow rates [2] making the relationship of measured velocity to the imposed flow rate non-linear [3, 4].
2. Standard deviation of voxel velocities exceeds the expected values. This effect becomes stronger at lower flow rates [5] with a large proportion of the voxels unexpectedly indicating negative velocities [4].
3. Measured velocity can vary with experimental PFG parameters. Several authors have shown that at fixed flow rate, different velocity values are measured when different gradient strengths \((G)\) [1] or observation times \((\Delta)\) [4] are used.

Such issues have not been reported when using the propagator imaging approaches in porous media [1], however propagator imaging comes with an enormous time penalty, as multiple \(q\)-space values (or gradient encoding steps) need to be acquired \((n_q \geq 8)\). Despite the fact that phase shift velocimetry is much faster, requiring only two gradient encoding steps, the above-mentioned problems tend to make it unreliable for use with porous media like rocks.

In this work we investigated the effect of several parameters on the accuracy of phase-shift velocimetry, by performing spatially-resolved phase-shift and propagator velocity measurements in Benthheimer sandstone samples and pipe flow using a bipolar Alternating Pulsed Gradient Stimulated Echo (APGSTE) pulse sequence in a 7T Bruker Instrument.

Our measurements in rock show that the relation of phase-shift to gradient becomes increasingly non-linear at higher gradient values and longer observation times \((\Delta)\) (Fig. 1a). We show that this deviation depends on the product of the flow rate to the observation time, \(Q \times \Delta\), that is proportional to the average molecular displacement. Combining experimental data with simulations (Fig. 1b), we demonstrate that asymmetries in the propagator (i.e. the probability distribution of displacements) within each voxel are the main source of these phase-shift velocimetry errors. In addition, we theoretically relate these errors to the variance, skewness and kurtosis of the propagator. These results allow us to explain the issues described in the literature, and propose a methodology for avoiding such errors when using phase-shift velocimetry in porous media. We successfully applied this general approach to flow through Bentheimer sandstone and produced accurate and noise-less velocity maps for a range of flow rates\([6]\) (Fig 1c).

![Figure 1](image)

**Figure 1** – (a) Measured phase-shift against applied gradient for different and observation times \(\Delta\) \((Q = 2 \text{ ml min}^{-1})\). (b) Average and measured phase-shift obtained by simulations using the propagator data and experimental phase-shift extracted from the same data \((Q = 2 \text{ ml min}^{-1} / \Delta = 100 \text{ ms})\) (c) Average velocity and standard deviation of velocity against flow rate.
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Water spray measurements with Magnetic Resonance Imaging: the near-nozzle region
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Sprays are dynamic collections of droplets dispersed in a gas, with many industrial and agricultural applications. Quantitative characterization is essential for understanding processes of droplet formation (atomization) and dynamics. There exists a wide range of measurement techniques to characterize sprays, from direct imaging to phase Doppler interferometry to X-rays, which provide detailed information on spray characteristics in the “far-nozzle” region (>> 10 diameters of the nozzle). However, traditional methods are limited in their ability to characterize the “near-nozzle” region where the fluid may be inside the nozzle, optically dense, or incompletely atomized. In the near-nozzle region, the liquid transitions from a continuous flow to a disperse flow to the spray: first, it quickly accelerates to very high speeds (supersonic in some cases, e.g., diesel injectors), it interacts with the surrounding gas, undergoing violent vibrations, and then gets fragmented into droplets of ever-decreasing size (typically sub-\(\mu\)m). Magnetic Resonance Imaging (MRI) presents potential as a non-invasive technique that is capable of measuring optically inaccessible fluid in a quantitative fashion. Challenges in measuring sprays with MRI are those typical for a disperse flow, with its very high mechanical dispersion and interphase-susceptibility differences, but they are compounded by extreme transition rates.

In this work, MRI measurements of the water spray generated by ceramic flat-fan nozzles were performed [1]. A wide range of flow speeds in the system (0.2 - >25 m/s) required short encoding times. Imaging parameters had to be carefully chosen to reduce the smear artefact and provide an accurate geometric depiction of water inside the nozzle. The 3D Conical SPRITE and motion-sensitized 3D conical SPRITE sequence [2,3] were employed. The strong NMR signal from water inside the nozzle permitted well-resolved (0.47x0.3x0.3 m voxel size) proton and velocity mapping measurements. The signal outside the nozzle, in the near-nozzle region, even though considerably weaker, was reliably detected. It corresponded to the expected flat-fan spray pattern up to 3 mm away, and then steadily decayed with distance in the area of the droplet formation (atomization). To better identify possible causes of the signal loss, measurements on a variety of paramagnetic solutions were performed.

The results present challenges of using MRI to study sprays and demonstrate the potential of MRI for measuring spray characteristics in areas inaccessible by other methods.
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An On-line NMR for Drilling Fluid Analysis System
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The most economical and optimal method to find oil and gas formations is analysis of oil and gas released into the drilling fluid and returned to surface while drilling, commonly accomplished by mud logging. Practice shows the quantitative detection of the oil and gas contents in drilling fluid is beneficial to identify characterization of reservoirs and evaluate the reservoirs’ productivity. Presently gas content and composition in drilling fluid are able to be detected continuously in gas analysis of mud logging\textsuperscript{[1]}, but the same is not true for detection of oil content in real time. Through drilling fluid NMR logging it is able to quantitatively detect the oil content in drilling fluid base on the difference in transverse relaxation time(T\textsubscript{2}) of drilling fluid and crude oil even under conditions of weak oil showing and fluid mixed with organic additives\textsuperscript{[2]}, the use of laboratory NMR measuring instruments is cumbersome and therefore limits its use at well site. On the other hand, the analysis of a single sample data source does not represent the actual reservoir oil data for it is subject to a length of time to obtain the analysis result following collection of the drilling fluid samples.

To enable continuous and quantitative analysis of oil content in drilling fluid in real time, and to solve the difficulties in discovery and identification of oil reservoirs base on cuttings and gas analysis in mud logging under the conditions of drilling with PDC bit and fluorescence fluid and weak gas showing, an on-line NMR Surface Logging System is developed to operate at well sites (Fig. 1). The integrated system comprises five subsystems: auto-sampling, miniaturized NMR sensor, spectrometer, main controller and wireless data communication. Auto-sampling device takes samples of drilling fluid continuously and quantitatively from the flowline returning from the well and removes cuttings in diameter greater than 1mm. Miniaturized NMR sensors are implemented based on halbach magnets, which weigh 20 kg and achieve larmor frequency up to 20 MHz. An approach for customized temperature control is employed to maintain stable magnetic field. NMR spectrometer’s amplifier is capable of emitting 300W RF pulses on antenna coil. The integrated device utilizes TCP/IP protocol for remote data acquisition, transmission and control. The software interfaces with NMR auto-tuning, fast inversion and measurements control.

The On-line NMR Surface Logging System, installed close to buffer tanks of the outlet of drilling fluid, is tested at a number of wells(Fig. 2) and is successful in the discovery of oil-bearing formations.

![Fig. 1 On-line NMR for drilling fluid analysis System](image1)

![Fig. 2 Application at well X37X60](image2)
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A novel spatially resolved 2D Laplace NMR method for porous materials at low magnetic field

Y. Zhang, L. Xiao
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Heterogeneity is an important property of porous media such as biological materials and rock samples. Spatially resolved NMR is a suitable method to extract heterogeneous information and structure information from porous materials. Recently 1D and 2D Laplace NMR were combined with spatially resolved NMR to examine the detailed structure of heterogeneous samples. For example, spatially resolved $D-T_2$ and $G_{int}^2-D-T_2$ correlation maps were measured using back-projection method to retrieve the abundant structure information of porous media [1-4].

Here we present a novel method which yields spatially resolved pore size ($a$) - relaxation ($T_2$) distributions correlation maps of porous samples. The experiments were implemented at low field NMR to reduce the distortion of $T_2$ measurements arising from internal gradients. The pore size distributions were obtained by the method of Decay due to Diffusion in the Internal Field (DDIF) [5]. The delay $t_d$ was varied logarithmically from 1 ms to 2 s in 40 steps. The echo time $t_{E1}$ was 1.5 ms and 200 ms for the experiments carried on at 2 MHz and at 23 MHz, respectively, to satisfy the weak encoding limit. The relaxation information was measured by CPMG method. In order to obtain accurate $T_2$ distributions the echo time $t_{E2}$ was 100 µs to minimize the internal gradients effect [6]. The frequency encoding method was applied to acquire the spatially resolved information about porous samples. Two kinds of samples were measured. One kind is glass-bead model samples. Model sample A consists of glass beads with different diameters filled with water and model sample B is glass-bead packs saturated with oil and water. Another kind is water-saturated sandstone sample with unknown structure. The $a-T_2$ correlation maps from the model samples provide right information about structure and fluids contents, which shows the validity of this method. Localized information such as pore size distributions and surface relaxivities were extracted from the spatially resolved $a-T_2$ correlation maps. The heterogeneity of the samples was characterized at both microscopic (correlation maps) and macroscopic (MRI) scales. This method was first applied on 2 MHz Rock core analyzer (Oxford, UK) which was used to measure one-dimensional spatially resolved $a-T_2$ correlation maps. Then a 23 MHz MRI spectrometer (Niumag, China) was used to obtain two-dimensional spatially resolved $a-T_2$ correlation maps. The back-projection and compressed sensing method will be implemented to save the measurement time. This method is expected to benefit many areas such as food industry and oil industry.

![Figure 1 Pulse sequence for spatially resolved $a-T_2$ correlation experiments.](image)
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Remote Detection NMR Gas Adsorption Meter
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The development of efficient methods for gas adsorption studies is extremely important for a broad range of key technologies of modern society relying, e.g., on the large storage capacity of porous materials, heterogeneous catalysis and separation as well as purification of low-relative-volatility mixtures. Standard adsorption measurement techniques are slow and require an additional compositional analysis of non-adsorbed components of the gas mixture. The aim of this study is to develop a new, fast method for the quantitative measurement of competing adsorption of gas mixtures in porous media, based on spatially resolved remote detection time-of-flight nuclear magnetic resonance (RD TOF NMR).

In the experiment gas flows through a sample packed inside a capillary (called inlet capillary) close to the connection between the inlet and the outlet capillaries (see Figure 1a). Adsorption makes the average concentration of gas significantly higher in the sample area than in the outlet tubing, and therefore the average flow velocity in the sample region \( u_{\text{cat}} \) becomes lower than in the outlet capillary region \( u_{\text{out}} \). This can be clearly seen in z-encoded TOF image as the slope in the sample region is much smaller than in the outlet capillary region (see Figure 1b).

![Experimental setup](image)

**Figure 1** – a) Experimental setup. Gas mixture flows through the sample packed inside the inlet capillary close to the connection between the inlet and the outlet capillaries. b) z-encoded RD TOF images measured for Rh/SiO₂. The sample and the outlet capillary regions are shown with white dashed lines in the image.

The novel adsorption measurement technique introduced here uses the flow velocities, obtained from the slopes by linear least-squares fit, to calculate the amount of adsorbed gas \( n_{\text{UA}} \) using the initial analysis done by V. V. Zhivonitko et. al [1]. The model states that the amount of absorbed gas per unit of the surface area is directly proportional to the ratio of the observed velocities:

\[
 n_{\text{UA}} \propto \frac{u_{\text{out}}}{u_{\text{cat}}} \quad (1)
\]

A preliminary application of the model to analyze the amount of adsorbed propane when a mixture of propane, propene and hydrogen gas flowed through a microfluidic packed-bed reactor generating parahydrogen-induced polarization (PHIP) resulted in reasonable values, implying that TOF RD NMR is a very promising method for adsorption analysis. [1] However the conditions, such as amount of gases in the mixture, temperature of the system, pressure, sample dimensions, sample preparation, etc., were not optimized for these preliminary measurements, resulting in very large uncertainty in the calculated values. Consequently, new set of experiments with optimized conditions are required in order to prove the true potential of the method. An optimal experimental framework and theoretical model required for the investigations of single and multicomponent gases is developed by comparing the obtained quantitative information with standard measurements of gas adsorption isotherms. The latest results will be presented.
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NMR Cryoporometry: What have we overlooked?
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NMR cryoporometry [1] belongs to a family of the thermoporometry methods developed for structural characterization of porous solids. It exploits the occurrence of the pore size-dependent solid-liquid and/or liquid-solid transitions temperatures. Despite an extremely high resolution in the determination of the pore sizes which it may provide [2], this method has not found widespread applications. In part this is caused by the fact that an in-depth quantitative analysis of the thermoporometry data is often impeded by the lack of the appropriate theoretical models allowing for an assumption-free description of the solid-liquid equilibria in confined spaces. Thus, any analysis shall be based on the predictions of macroscopic thermodynamics with critical postulates needed to be made. This especially has dramatic consequences for material possessing structural disorder, which have promoted many controversial discussions in the literature on the occurrence of phase transitions under confinements.

Recently, we have developed a microscopic lattice model which has allowed to gain deeper insight into the physics of the freezing and melting transitions for fluids confined in mesoporous materials with arbitrary pore geometries [3]. The model was based on the one of the earliest lattice models developed by Kosel and Stranski [4] for description of bulk crystal growth processes and which has greatly contributed to understanding of the diverse accompanying phenomena, including, most importantly, prediction of the roughening transition. In our work, we have adapted this model to capture all essential physics of the solid-liquid equilibria in confined spaces. Starting with the configurational probability

\[ P(\psi_j) = Q^{-1} \exp \left\{ - \sum_i \beta(-N_{ii}\phi_{ii} - N_{is}\phi_{is} + N_iF_i) + \sum_{i,k} \left( \frac{1}{2}N_{ik}\phi_{ik} \right) \right\} \]  

for the occurrence of a certain crystal configuration as a function of all interactions involved, including the solid-liquid and solid-crystal ones, we have been able to re-derive on the microscopic basis the analogue of the Gibbs-Thomson law for both melting and freezing transitions. As the most important point, we have established that, depending on a parameter referred to as the Jackson’s \( \alpha \)-factor, which quantifies the entropic contribution to the overal free energy, the occurrences of the melting transition and, under certain conditions, of the freezing transition, can be dramatically different. The effect of the \( \alpha \)-factor is exemplified in Figure 1 showing the relative change of the free energy upon crystal shape fluctuations for substances with the different \( \alpha \)-factors. This finding warns that any comparison of the freezing and melting behaviors for different liquids should be done with care and not reporting on their \( \alpha \)-factors can be a source for controversies. In this way, taking account of this parameter allowed us to explain uniformly the majority of the experimental observations reported so far.

![Figure 1](image)

**Figure 1** – Relative change of the free energy upon fluctuation of a crystal surface for materials with different Jackson factors.

The microscopic theory was complemented by the Monte Carlo studies, which delivered further important information on thermodynamics of the solid-liquid and liquid-solid equilibria in ideal and disordered pore structures. By comparing the thus obtained data to the experimental results obtained for mesoporous solids with ideal pore structures, we show that the model reproduces the key findings obtained in the thermoporometry experiments, including the shifted transition temperatures, irreversibility between freezing and melting, and strong impact of the pore structure. On considering disordered materials, we identify conditions and provide recipes for the most reliable characterization of disordered porous solids using the thermoporometry methods.
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Effects of Coherence Pathways on the Performance of the Modulated Gradient Spin Echo Sequence
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Translational dynamics of liquids in various materials can also be characterized by a diffusion spectrum. In theory, a diffusion spectrum $D(\nu)$ is equal to a Fourier transform of molecular velocity autocorrelation function [1]. The diffusion spectrum can be measured by NMR using a sequence that uses a real or creates an effective oscillating gradient. As it is quite challenging to create a rapidly oscillating gradient of a high amplitude, we proposed another approach in which the gradient is static, however, the corresponding effective gradient is oscillating due to a simultaneous application of the CPMG RF pulse train. In the train each refocusing RF pulse changes the sign of the effective gradient making the effective gradient oscillating (Fig. 1). The sequence is therefore called modulated gradient spin echo (MGSE) sequence. By the MGSE sequence it is relatively easy to reach high frequency of a diffusion measurement and the sequence is seemingly easy to implement. However, MGSE measurements of unrestricted diffusion in simple liquids often gives unexpected results (red curve in Fig. 2) which indicates that there are important weaknesses in the experimental design of the MGSE sequence that need clarification.

In the MGSE sequence (Fig. 1), consecutive echoes are attenuated by a factor $\exp(-\gamma \frac{G_s}{2} T E D/12)$ for a liquid sample with unrestricted diffusion. The attenuation at the end of the sequence that has $N$ echoes and is $T_{MGSE}$ long in therefore equal to $\exp(-\gamma \frac{G_s}{2} T_{MGSE} D/12 N^3)$. To attain a constant attenuation of the echo train at all measured MGSE frequencies $G_s = N / 2 T_{MGSE}$ gradient amplitude must be increased proportionally with the MGSE frequency, i.e. $G_s = N G / 2$. This has as a consequence different spread of precession frequencies over the sample with each measured MGSE frequency. For a cylindrical sample with a diameter $d$ that is oriented with its axis perpendicularly to the gradient direction the frequencies are spread over the range $-\gamma G_s d / 2 \leq \Delta \omega_0 \leq \gamma G_s d / 2$. As the angular frequency of the RF pulses $\omega_i$ is constant the condition $\omega_i \gg |\Delta \omega_0|$ that guarantees prevalence of the direct coherence pathway of the MGSE sequence can no longer be met for the entire sample with an increasing MGSE frequency and therefore increasing $G_s$. However, the condition can still be met in a central slice across the sample perpendicular to the gradient direction. In the slice the diffusion attenuation obeys the above given diffusion attenuation formula, while in other parts of the sample where $\omega_i \approx |\Delta \omega_0|$ signal attenuation due to diffusion is higher. This is because in these parts contributions of more complicated coherence pathways, which decay due to diffusion faster than the direct pathway, becomes significant [2,3]. The contribution of the pathways results also in a faster decaying signals of the entire sample that can be incorrectly attributed to a faster diffusion at higher MGSE frequencies. An example of such misinterpretation is shown in Fig. 2, red curve that corresponds to the calculated diffusion spectrum of water from signals measured from the entire sample. The example was a 5 mm water filled tube and MGSE parameters were: $T_{MGSE} = 100$ ms, $N = 10, 20 \ldots 600$, $G_{600} = 4.4$ T/m, $|\Delta \omega_{0,max}| / 2 \pi = 466$ kHz, $\omega_i / 2 \pi = 135$ kHz. The unusual frequency dependency of the diffusion spectrum was not observed when signals were analyzed only from an 8 kHz ‘thick’ central slice so that the condition $\omega_i \gg |\Delta \omega_0|$ was met quite well (Fig. 2, black curve). Signals from the slice were obtained as a central frequency point of the Fourier transformed acquired echo signals in a time domain; echoes were acquired in 128 points with a dwell time of 1 µs.

The presented improvements in the MGSE sequence implementation enable relatively reliable application of the sequence for measurements of diffusion spectra of various materials in the frequency range of up to 3 kHz.

![MGSE pulse sequence.](image1)

**Figure 1** – MGSE pulse sequence.

![Diffusion spectrum of water measured.](image2)

**Figure 2** – Diffusion spectrum of water measured at $\omega_i \gg |\Delta \omega_0|$ (black) and $\omega_i \approx |\Delta \omega_0|$ (red).
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Development of continuous flow Xenon-129 for gas phase NMR flow and velocimetry studies in porous media
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Flow within porous media is an important factor in many aspects of science and technology and thus requires suitable probe to integrate the behaviour of liquids and gases within the porous structures. Traditionally used measurement techniques, such as the optical laser doppler anemometry and particle imaging velocimetry, tend to require either transparent or translucent samples and necessitate the use of “scatterers” present within the fluid. In turn typical gas velocimetry measurements normally utilises either hot wire anemometry or pressure differences as a probe of the flow however these measurements are in turn a single point and a bulk measurement, further both require invasive sensors [1]. With careful selection of a probe nuclei Nuclear Magnetic Resonance (NMR) provides a non-invasive method to directly interrogate the flow properties of the nuclei within a flow regime. NMR techniques show further promise by the ability to probe opaque samples.

Gas flow in particular is extremely important in a wide range of industrial processes and the ability to examine operational conditions of a variety of these processes is extremely valuable. Moreover with the ability to use gas as a probe of opaque samples, such as foams, and rocks. Further, gases are able to provide information not typically available from liquid phase NMR such as pressure dependence, gas dispersion, molecular self-diffusion and sheer rates. Nevertheless, gas phase flow monitoring provides a particular challenge for NMR due to the far lower density’s hence, lower signal density with dry air density being only 1.197 kg/m\textsuperscript{3} compared to 998.2 kg/m\textsuperscript{3} for that of water. Common gas phase probes include sulphur hexafluoride (SF\textsubscript{6}) and alkenes, however such molecular probe suffer from short T\textsubscript{1} and T\textsubscript{2} relaxation times making imaging problematic and impacting on the timescales accessible [2].

Utilising continuous flow spin exchange optical pumping (SEOP) for production of hyperpolarised (hp) \textsuperscript{129}Xe we are able to circumvent a number of the challenges found by thermally polarized gas probes such as the low signal intensity and short T\textsubscript{1} and T\textsubscript{2} relaxation times. Further the signal produced by the system is such that it was possible to perform both 2D and 3D imaging. With this we present a robust methodology for measurements of gas dispersion throughout model porous media foams with heterogeneous permeability profiles. Utilising the same production methodology it was further possible to perform rapid acquisition of temporally resolved velocimetry experiments. These developments show great promise for the use of hp \textsuperscript{129}Xe as a non-invasive probe for the determination of properties within porous structures.
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Recent progress in Magnetic Resonance Imaging of hard and soft solids
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Magnetic resonance imaging (MRI) of solids is rarely attempted. A principal reason is that solids have broader NMR linewidths, compared to that of \( ^1H \) in free water, which severely limits both the spatial resolution and the signal-to-noise ratio. Basic physics research, stimulated by the quest to build a quantum computer, unexpectedly led to a novel NMR pulse sequence that helps with this long-standing problem [1]. Applying field gradients in synch with this ‘quadratic echo’ line-narrowing pulse sequence opens a fresh approach to the MRI of hard and soft solids with high spatial resolution, and with a range of potential uses. For example, this technique can be used for three-dimensional MRI of \(^{31}P\) in ex vivo bone and soft tissue samples [2]. Recent progress using this approach, including strategies to accelerate the imaging of solid samples (as well as nD NMR experiments) [3], will be reported. Future applications (for example, to geology, and to the physics of granular matter) will be discussed.

Figure 1 – Images of an ex vivo rabbit femoral head sample. (A) Photo of sample. (B) Two-dimensional slice of micro-CT data. The 2D resolution is \( (0.0185 \text{ mm})^2 \) and the slice thickness is 0.0185 mm. (C) Isosurface rendering of the 3D image of \(^{31}P\) in rabbit femoral head. The isosurface value is 60% of the maximum signal value and shows trabecular bone. The spatial resolution is 0.458 x 0.458 x 0.422 mm\(^3\) and the imaging time was 70.4 h. (D) A 2D slice of the 3D data shown in Fig. 1C (zero-filled by a factor of four) with thickness of 0.115 mm. Note that these axes are different from those used in Fig. 1B and the orientation of the bone is different than in both Fig. 1 A and B. Here the “flat end” of the bone is on the right edge. (E–J) Multiple 2D slices (each 0.115 mm thick) cutting along the x axis going in the positive x direction (with a 0.458-mm step size) through the 3D dataset shown in Fig. 1C, using the same color scale and FOV as in Fig. 1D. The 2D slice shown in Fig. 1D is between slices shown in Fig. 1G and Fig. 1H. Adapted from reference [2].
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Low-field MRI significantly enhances the T1 contrast in cartilage tissue, variable-field relaxometry identifies the properties of cartilage and glycosaminoglycan (GAG) as well as overall molecular mobility. In particular, the 14N content of both collagen and GAG give rise to so-called quadrupolar dips, i.e. enhanced relaxation rates of 1H particularly at field strengths between 50 and 70 mT. In this study, both methods are combined for the first time with the purpose of quantifying correlations with the degree of osteoarthritic degeneration in human cartilage, and to establish cross-correlations between low-field and variable-field NMR.

The dependence of magnetic resonance relaxation times T2 and T1 in bovine and human articular cartilage is investigated by portable, single-sided scanners at magnetic field strengths of 0.27 T and 0.44 T, respectively. One-dimensional, depth-dependent scans (profiles) were carried out with spatial resolutions between 20 and 50 μm. The well-known triple layer structure of cartilage was assigned with the relaxation weighted profiles for bovine as well as human samples. Bovine samples were measured before and after soaking for 24 h in either trypsin or collagenase. Twenty human samples with different degrees of osteoarthritis, covering Mankin grades 0-12, were compared with respect to their average and maximum vs. minimum values of relaxation times. In addition, the variation of these values under unidirectional compression at 0.6 MPa were recorded.

Employing field-cycling relaxometry, the dispersion of T1 in the 1H Larmor frequency range of 10 kHz to 30 MHz was monitored, and results were analysed in terms of power-law relations T1 ~ ωα and total area of the 1H-14N cross-relaxation quadrupolar dips for the set of human samples.

The layered structure of mammalian articular cartilage, which is a consequence of different degrees of order of the collagen fibers but also of a gradient of water and glycosaminoglycan (GAG) concentration, results in a pronounced T2 variation at all magnetic field strengths [1]. A similar variation of T1, typically covering a ratio of 3-5 between maximum and minimum values inside the tissue, was identified at a field strength of 0.27 T, while it has been reported as minimal at high magnetic field strengths [2]. T1 thus has thus been identified as a suitable parameter to follow changes in cartilage properties by low-field NMR. While previously the T1 relaxation rate at 400 MHz has been associated with water content of articular cartilage [3], T1 at lower field strength is anticipated to relate more directly to cartilage constituents.

Average T1, as well as cartilage thickness obtained from T1 measurements of human samples, is found to correlate negatively with Mankin grade. At the same time, a significant correlation was identified for relaxation time reduction before and after uniaxial compression at 0.6 MPa, a typical value for forces appearing in the human knee and hip joint. This finding is of importance since the spatial resolution of 50 μm obtained with the single-sided scanner is about one order of magnitude better than the one in clinical high-field or low-field scanners [4], thus allowing a much more reliable definition of thickness change which even includes resolution of the three main cartilage layers.

At 1H Larmor frequencies of 2-3 MHz, the so-called quadrupolar dips are superimposed onto a frequency-dependent signature of T1 that can be approximated by power-laws. Varying the composition, water content or structural integrity of cartilage affects both the general frequency dependence of T1 and the shape of the quadrupolar dips, providing a possible diagnostic access to arthropathies such as osteoarthritis (OA) [5]. In this study, a statistically significant correlation of the area of the quadrupolar dips with Mankin grade is demonstrated: diseased tissue contains less GAG but more water. This observation is confirmed by artificially altered tissue using trypsin or collagenase [6]. Furthermore, the exponent γ in the relation T1 ~ ωα correlates with the thickness of the tissue, providing a further approach to relating the molecular mobility to the macroscopic properties of cartilage. These results allow for an improved diagnostic interpretation of low-resolution clinical MRI particularly at dedicated extremity scanners.
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Single-sided NMR on a quasi-real model of bone for the diagnosis of osteoporosis
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Osteoporosis is a disease characterized by a reduction of bone mineral density (BMD) and alterations of trabecular architecture, leading to high risk of bone fractures \cite{1}. Dual X-rays Absorptiometry (DXA) is the gold standard technique, although it does not measure microarchitecture parameters, which are important in addition to BMD for a correct diagnosis \cite{1}. MRI is able to assess bone microarchitecture parameters \cite{2} and applications have been reported for trabecular bone porosity assessment by NMR Relaxometry \cite{3}. A new application of NMR to assess Bone-Volume to Total-Volume (BV/TV) of trabecular bone structure has been proposed by using different single sided devices \cite{4}, including the NMR-MOUSE (Magritek) \cite{5} and the NMR MOLE \cite{6}. The signal detected comes from \textsuperscript{1}H nuclei of the marrow filling the inter-trabecular space. Good agreement between NMR and micro-CT determinations of BV/TV was found \cite{4}. The procedure is based on the evaluation of the ratio between the signals detected by the single sided device from the sensitive volume inside the bone and inside a sample of bulk marrow.

In \cite{4}, measurements were performed on cylindrical bone samples cored from pig shoulders. In order to extend this novel procedure to an in-vivo scenario, a deeper study is needed on samples more realistic than simple samples of bone. Methods have been tested to physically suppress the signal of tissues other than bone marrow, as muscle and cartilage, but preserving the signal from the marrow of the inter-trabecular space. First of all, the characterization of the different tissues was performed by \(T_1-T_2\) and \(D-T_2\) correlation maps acquired with the NMR-MOLE and the NMR-MOUSE, respectively. While the NMR MOUSE provides a better-localized magnetic field, the sensitive volume of the NMR-MOLE is larger and an increase of the SNR is expected. These measurements have shown that the self-diffusion coefficient of the fat in the marrow is an order of magnitude smaller than those of the water in muscle and cartilage (Fig. 1a). On the basis of this observation, a customize pulse sequence was edited, to weight the signal by diffusion (DW- \(T_1-T_2\)). As shown in Fig. 1b, this sequence allowed us to suppress, in a quasi-real model of bone made of muscle, cartilage and bone, the signals of muscle and cartilage, leaving only the signal from intertrabecular marrow.

![Figure 1](https://example.com/figure1.png)

\textbf{Figure 1} – a) \(D-T_2\) correlation maps of cartilage, muscle and marrow; b) DW- \(T_1-T_2\) correlation map for a sample containing trabecular bone (with marrow), muscle and cartilage. Inversions were performed by an algorithm based on \cite{7}. c) Stimulated Spin Echo: Signal intensities weighted by diffusion for different tissues. Error bars correspond to two STD. Scanned volumes of MUSCLE and CARTILAGE are bigger than those of muscle and cartilage in the sample ALL TISSUES.

Finally, the application of a Stimulated Echo sequence by NMR-MOUSE with the choice of a suitable time for diffusion, allowed us to suppress the cartilage and muscle signals (Fig. 1c), and to determine BV/TV on the quasi-real model of bone, opening to the way for the application in-vivo. The NMR-MOUSE was chosen because it has a strong constant field gradient within the sensitive volume, that allows one to set the optimal time for diffusion, independently by the position of the tissues within the sensitive volume, and thus it is easy to weight the signal by diffusion. Moreover, it allows one to select the signal from thin slices in selected regions of the analyzed sample. The whole of the experiments performed assures that single-sided NMR scanners can be used to assess the value of BV/TV in trabecular bone, with the advantage of being portable, low-cost and non-invasive devices, so allowing one to easily perform wide campaigns of screening of the population at risk of osteoporosis.
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Application of Earth’s Field Nuclear Magnetic Resonance to Multiphase Flow Metering
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(Near) instantaneous multiphase flow metering has significant potential in a number of industries, including the oil and gas industry [1]. Multiphase flow meters (MPFMs) provide several benefits with respect to both process safety and reducing operational costs. The exploitation of nuclear magnetic resonance (NMR) in MPFMs is now a commercial reality [2]; by comparison with alternative methods, NMR is non-invasive, does not require any nuclear source material, provides a number of mechanisms to differentiate phases and is able to measure both velocity and phase fraction. Here we present the use of the Earth’s magnetic field (NMR) for detection in a multiphase flow meter.

This NMR MPFM system (shown in Figure 1), constructed at minimal cost and fully operational at the University of Western Australia (UWA) [3], consists of a pre-polarising permanent magnet (Halbach array) located upstream of an Earth’s field NMR detection coil (resonance frequency of ~2KHz). By appropriate analysis using Tikhonov Regularisation techniques of the simple free induction decay (FID) acquired for a flowing stream, we are able to determine the velocity probability distributions. This is in effect a ‘time-of-flight’ measurement. The accuracy of the system (for such single phase flow) is verified over a wide parameter space by direct comparison of the mean values of the velocity distributions to the velocities measured from an in-line rotameter as well as with the theoretically expected velocity distributions.

In two phase gas/liquid flow, NMR FID signal analysis is used to track both the liquid holdup and liquid velocity over time (at 1-3 Hz). This readily enables various two phase flow regimes (e.g. stratified or slug flow) to be instantaneously identified, which is useful in its own right and critical to the subsequent NMR data analysis. The NMR liquid holdup measurement show a good correlation to video analysis of a transparent section of the flowing stream and matches well with the expected superficial system liquid velocity. Sample liquid hold-up data is shown in Figure 2 for stratified and slugging flow. Finally a proposed extension of the apparatus to three-phase flow and high pressure/temperature conditions will be outlined.
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A modular single-sided NMR sensor design with multifunction
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In this research, the NMR sensor is designed with both gradient and uniform magnetic field detection modes, and it also has the advantage of both portability of mobile instrument and precision of medium-sized instrument. It can not only do the mobile detection but also do accurate detection with the whole sample or different slices at multiple frequencies in different magnetic fields.

The sensor designed in this research has three work modes. Each mode’s magnet model and the corresponding B₀ field distribution are simulated as shown in the figure 1. Mode 1 is designed as mobile detection mode. In this mode only 1 set magnets module is used. So its weight and size are small. Mode 2 is based on mode 1. An outer magnet module is combined with mode 1’s magnet module in this mode. Both mode 1 and 2 are inhomogeneous magnetic field detection modes, but mode 2 has higher precision, higher working frequency and larger sensitive volume. Mode 3 is uniform magnetic field detection mode. The outer magnet module is combined with a bar magnet to generate uniform magnetic field.

In each target area the B₀ field of mode 1 and 2 has a constant vertical gradient and distribute uniformly in horizontal direction. The target area of mode 1 is 30*30*30mm³ whose center is located at 40mm above the surface of the magnet. In this area B₀ field has a constant gradient of 3.54T/m. And the uniformity of mode 1’s B₀ field magnitude can reach 197ppm in a 10*10 mm² lateral plane at the center of the area. The center of mode 2’s target area is located at 50mm above the surface of the magnet, and the area of it is 50*50*50mm³. In this area the gradient of B₀ field is 3.94T/m. And the uniformity of mode 2’s B₀ field can reach 49ppm in a 10*10mm² lateral plane at the center of the area. The B₀ field of mode 3 distributes uniformly in an X shape area, and the strength of B₀ in this area is about 53.2 mT.

The corresponding RF magnetic field B₁ can be calculated out from each B₀ field generated by these 3 modes. And with the information of RF magnetic fields the antenna could be designed out. Then with B₀ and B₁ the SNR could be calculated out with the following equation.

\[
(S/N) = \frac{\sqrt{2}N\sqrt{\gamma^3h^2l(I+1)}}{6(kT)^{3/2}} \quad \frac{B_0^2VB_1}{(l_0^2Z_0/2)^{1/2}(\Delta\omega)^{1/2}}
\]

References

NMR and X-ray µCT study of plasticizer (Hexamoll® DINCH®) in PVC
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Hexamoll® DINCH® (1,2-cyclohexane dicarboxylic acid di-isononylsteer) is BASF’s non-phthalate plasticizer which has been available for more than 10 years now as a substitute for traditional phthalate plasticizers. Due to its excellent toxicological profile it meets the demanding regulatory requirements for highly sensitive applications, e.g. toys, food packaging and medical devices. Until very recently [1], there was no non-destructive NMR method available for the study of plasticizer content in PVC. In [1], the potential of unilateral NMR profiling for non-destructive studies of plasticizer content in PVC materials was demonstrated for diisononyl phthalate and 1,2-cyclohexane dicarboxylic acid diisononyl ester.

We have performed similar experiments on PVC plasticized with Hexamoll® DINCH®. In addition to the NMR profiling experiment, we have also applied conventional NMR relaxation time measurements and field gradient diffusion NMR on the same system. Furthermore, we also studied the potential of X-ray microtomography for studies of the plasticizer content in PVC. The rationale behind the X-ray experiments is the fact that PVC due to its chlorine content exhibits a higher X-ray absorption than simple aliphatic hydrocarbons. With the introduction of increasingly large plasticizer quantities into the PVC, the volume density of PVC and thus of chlorine is reduced and lower X-ray absorption is observed. It can be seen from figure 1 (A) that this is indeed the case. However, the achieved contrast is not very strong and like that only plasticizer concentration differences in the range of 10% phr can be safely discerned.

Figure 1 – (A) X-ray micro CT image of two pieces of PVC containing 50% phr (outer) and 70% (inner) phr Hexamoll® DINCH® (B) correlation between measured signal intensity in NMR profiling and expected intensity on the basis of the conventional TD-NMR experiments.

In conventional time domain NMR studies, we observed a signal decay with several clearly distinguishable componentes that can be attributed to (A) still crystalline PVC, (B) mobilized PVC, and two further components that come from the plasticizer. Relaxation times are less than 20 µs for (A), about 100 µs for (B), about 500 µs for the main signal component from the plasticizer and about 20 ms for a more mobile plasticizer population that only makes up 10% or less of the overall plasticizer signal. The relaxation times of the mobilized PVC and of the majority plasticizer component show an excellent correlation with the plasticizer content. Similarly, there is a very good correlation between the fraction of non-mobilized PVC and the plasticizer content. The correlations are good enough to observe significant differences for plasticizer concentrations about 1% phr different from each other.

Based on the relaxation times observed in conventional NMR, we can expect the plasticizer signal to dominate the signal in the profiling NMR experiment. As can be seen from figure 1 (B), this is indeed the case. The best correlation between the profiling data and the data from the TD-NMR is found for the computed signal integral.

Furthermore, we studied the diffusion behaviour of the plasticizer both by PFG NMR in the high field and by profiling NMR. In PFG NMR multiexponential self-diffusion behaviour was observed with self-diffusion coefficients in the range between $10^{-11}$ m$^2$/s and $10^{-14}$ m$^2$/s. In the profile NMR experiment transport diffusion of plasticizer between polymer layers with different plasticizer content and different chemistry can be visualized.
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Stray-field magnets such as the NMR-MOUSE (MOBILE Universal Surface Explorer) [1, 2] or the Surface GARField (Gradient At Right angles to the Field) [3] are known for performing well in a magnetic field that is tuned to be homogeneous within a small spot located a few millimeters away the surface of a sensor, thus enabling measurements on samples of arbitrary size. The size and shape of the sensitive volume is governed by the interaction of the magnetic field ($B_0$) produced by the permanent magnets and the rf-field ($B_1$) produced by a coil.

The high axial gradient in the MOUSE causes the sensitive volume to be a very thin slice, in most cases between 100 µm and 250 µm thin. Because the thickness of the slice determines the minimum axial resolution in depth profiling this value has often been measured and reported [4]. The lateral shape and dimensions of the excited volume, however, were previously only measured in a time consuming process, by moving a very small block of sample in a two dimensional grid. [5] Here we present a faster and simpler way that utilizes the inverse Radon transformation to reconstruct the two dimensional image of the sensitive volume.

While step-wise pushing a block of homogeneous sample over the surface of a PM5 MOUSE, CPMG sequences were measured in order to obtain contrast similar to an NMR depth profile (Fig. 1a). This process was repeated while increasing the angle spanned by the magnetic field direction and the stepping direction. By differentiating the resulting profiles, projections of the sensitive volume are created for each angle. These projections are then subjected to inverse Radon transformation to obtain a reconstruction of the plane (Fig 1b).

With this method we show the shape and also the density of excited spins for the case of disturbances in both in the radio frequency field and in the magnetic field. These disturbances are a common occurrence when measuring samples that include metal that can interact with either $B_0$ and $B_1$. Furthermore, by correlating spin excitation densities of different experiments we display spatially resolved signal loss for cases where field disturbances occur.

To show how the shape of the $B_1$ coil can change the sensitive volume, we constructed a rectangular coil with dimensions similar to the ones used in the commercially available version of the PM5 NMR-MOUSE. The resonant circuit was tuned and matched to the same frequency, and the parameters pulse length and dwell time were kept constant in each new experiment. We hope that the simplified measurement along with a better understanding of the shape of the excited volume will aid in constructing and characterizing future sensors.
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Multi ion transport in concrete as studied by multi-nuclei NMR
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One of the most used and most versatile building materials is concrete. It is cheap, can maintain high loads and as a result it is one of the most used material in civil engineering constructions. It is well known that the main reason for the durability limit of concrete is caused by ion interactions. Chloride-induced corrosion is one of the main degradation mechanisms in civil structures based on reinforced concrete [1]. The corrosion starts as soon as the chloride comes in contact with reinforcement steel bars. The source of chloride can be natural, i.e., sea water, or from de-icing salts. In general the chloride will enter a concrete by advection with moisture or diffusion within the moisture present in concrete. Another important effect is the deterioration of the concrete structures due to Alkali-Silica Reaction (ASR) [2]. Alkali-silica reaction is a chemical reaction between the hydroxyl ions present in the pore solution and reactive silica. An efficient method to prevent ASR is by introducing Li ions into the system which will form a non-expansive gel. The most effective way to drive Li into a sample is by electro-migration. In general there is a complex interaction between the ions and the cement matrix in these deterioration mechanisms. Gaining insight into these deterioration phenomena can not only improve the assessment of durability aspects of existing structures, but might lead to improved design for new reinforced concrete structures that are to be used in aggressive environments.

At the moment there is lack of experimental data on this topic that can be used to validate or discard the wide range of models of ion interaction available in the literature. Whereas such models might be correct, erroneous input is bound to lead to false predictions (i.e., the garbage in, garbage out principle). Modelling with faulty input parameters might have catastrophic consequences. There are various methods available to measure ionic chloride content in porous building materials. The most common method is to drill a specimen out of a concrete structure and analyze it chemically in the laboratory. Traditionally this is done by pulverizing the sample and chemically analyzing. The most obvious drawback of this method is its destructiveness, but there are more shortcomings, such as its poor spatial resolution and irreproducibility.

Despite the low sensitivity for $^{35}\text{Cl}$ (see Table 1) NMR is still be preferred as it allows us, in contrast to other methods, to measure different nuclei, like $^1\text{H}$, $^7\text{Li}$, $^{23}\text{Na}$ and $^{35}\text{Cl}$ simultaneously with a high spatial resolution and give a full insight into dynamic interactions between the ions and cement matrix taking place. In addition, NMR can not only provide information on the pore-size distribution, but also on the pore ion distribution over the pores.

Various studies have shown that it is possible to quantitatively study chloride in cementitious materials using NMR imaging techniques. However, the reported studies on CI transport are limited often to white cements, whereas ordinary cements always contain magnetic impurities (e.g., Fe), which can influence the relaxation behaviour. Since the time scale of our experiments covers the region from a few seconds to a few days, our original aim was to build an insert designed for semi-simultaneous measurements of $^1\text{H}$, $^7\text{Li}$, $^{23}\text{Na}$ and $^{35}\text{Cl}$ in ordinary cementitious materials. As the gyromagnetic ratios and hence the resonance frequencies of the selected nuclei are too far apart to be covered by one insert without seriously compromising the sensitivity, we have chosen to use the main field of a 4.7T wide bore magnet. The large space within this system allows us to combine various inserts. Within the magnet we have opted for our own anti Helmholtz gradient system allowing a max gradient of 0.6 T/m. The insert consists of 4 separate birdcages, each for a specific nuclei stacked on top of each other. With the help of a stepper motor the selected birdcage can be moved into the center of the gradient coils. Hence we are able to measure quasi-simultaneously $^1\text{H}$, $^7\text{Li}$, $^{23}\text{Na}$ and $^{35}\text{Cl}$. Special attention was given to making the measurements quantitative.

In order to test the set-up we have looked at the hydration of ordinary cement, i.e., Portland CEM I and blast furnace CEM III, with a 4 m salt solution, where we have focused on the relation between the $^{23}\text{Na}$ and $^{35}\text{Cl}$ content/concentration as a function of time, which could not be studied up to now. Moreover we have looked at the multi ion transport in the electromigration both for $^{35}\text{Cl}$, as well as $^7\text{Li}$ penetration, where there is a complex interaction/exchange with the cement matrix and other ions like $^{23}\text{Na}$.

### Table 1. Various properties of the nuclei studied by NMR.

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>spin</th>
<th>Natural abundance</th>
<th>$\gamma/2\pi$ (MHz/T)</th>
<th>Relative sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1\text{H}$</td>
<td>1/2</td>
<td>99.985</td>
<td>42.57</td>
<td>1.0000</td>
</tr>
<tr>
<td>$^7\text{Li}$</td>
<td>3/2</td>
<td>92.58</td>
<td>16.54</td>
<td>0.29</td>
</tr>
<tr>
<td>$^{23}\text{Na}$</td>
<td>3/2</td>
<td>100</td>
<td>11.26</td>
<td>0.0925</td>
</tr>
<tr>
<td>$^{35}\text{Cl}$</td>
<td>3/2</td>
<td>75.78</td>
<td>4.17</td>
<td>0.0047</td>
</tr>
</tbody>
</table>
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Probing into the porous structure of hydrated cement paste with the NMR relaxometry of cyclohexane and ethanol molecules under partially saturated conditions
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Nuclear magnetic resonance (NMR) relaxometry techniques are widely used for the characterization of cement based materials. They rely on the proportionality between the relaxation rate and the surface to volume ratio of the investigated pores [1, 2]. The proportionality constant, also called the relaxivity, is settled by the adsorption properties of the molecules on the surface, the magnetic impurity content, their protic character and the magnitude of the external magnetic field [2]. Note however that the NMR relaxation studies of cement materials mostly refer to water molecules and saturated pores. Here we extend these studies to the ethanol and cyclohexane molecules partially saturating a white cement paste. The two filling liquids were selected as representatives of polar (protic) and nonpolar (aprotic) molecules which should experience different interactions with the surface containing OH groups [2]. The cement paste was prepared using white cement and a water-to-cement ratio of 0.5. The white cement was chosen in order to reduce the internal gradient effects on relaxation measurements [4]. The transverse relaxation measurements were performed using the well-known CPMG pulse sequence with an echo time interval of 0.1 ms [4, 5].

![Figure 1](image)

**Figure 1** – Relaxation time distribution of liquid molecules inside a hydrated cement paste partially filled with cyclohexane (a) or ethanol (b). The first peak corresponds to the intra-C-S-H pores, the second to the inter-C-S-H pores and the third to the capillary pores. The intra-C-S-H pores are filled with water while the inter-C-S-H and capillary pores with the two solvents.

Figure 1 shows the relaxation time distributions of cyclohexane and ethanol molecules at different saturation degrees inside cement paste. The data revealed three pore reservoirs: intra-C-S-H sheet pores, inter-C-S-H gel pores and capillary pores respectively [1]. It is observed that the intra-C-S-H pores remain filled with water originating in the preparation approach while the inter-C-S-H and capillary pores are filled by the solvent molecules. Moreover, a different dependence on filling degree of the relaxation time of molecules confined inside inter-C-S-H pores was observed as compared with the capillary pores. To explain such dependence a two-phase exchange model, describing the effective relaxation rate under partially saturated conditions was considered [5]. In the frame of such a model the relaxation rate is given by the formula [5]:

\[
\frac{1}{T_2} = \frac{1}{T_{2j}} + \rho \frac{S}{V_s} f.\]

(1)

In the above equation \(T_{2j}\) represents the relaxation time of the bulk like molecules, \(\rho\) is the relaxivity constant, \(S/V_s\) the surface to volume ratio and \(f\) the filling factor of the pores. The empiric coefficient \(k\) accounts for the liquid distribution on the pore surface. Thus, for \(k = 1\) the uniform coverage is described while \(k = 0\) corresponds to a plug-like distribution.

In the case of cement paste the fitting approach for the empiric coefficient of molecules confined inside capillary pores provided a value \(k = 0.5\) for cyclohexane and \(k = 0.4\) for ethanol. In the case of inter-C-S-H pores, the best fit of the data was obtained for \(k = 0\) both in the case of cyclohexane and ethanol molecules. This demonstrates a different distribution of molecules inside inter-C-S-H pores as compared with the capillary pores at lower filling degrees. Thus, while the molecules inside the inter-C-S-H pores satisfy a plug-like distribution, the molecules inside the capillary pores depict a non-uniform coverage on the surface.

**References**
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The preservation of historical buildings and outdoor cultural assets is a necessity for the humankind because the artworks are the testimony of our past, as well as an economic resource for the present and future times. One of the main causes of degradation of stone artifacts are linked to chemical-physical processes that influence the ingress and diffusion of water (liquid or vapour) into the porous structure [1]. NMR has been proved to be a suitable tool to study porous materials of interest to Cultural Heritage [2]. In this study, the Maastricht stone was chosen as the material under investigation as its high porosity (P=48-50\%) well simulates a high-deteriorate carbonate rock. The analyses investigate the behavior of commonly used consolidants like ethyl silicate (ESTEL 1000) and nanosilica particles (both supplied by CTS s.r.l., Vicenza, Italy) at two different Relative Humidities (RH). In consequence of the known hydrophilic properties of these consolidants, a commercial hydrophobic product used as protective agent, the fluoroelastomer N215, was also tested to be combined with the above consolidants and so to reduce their hydrophilic property. By mixing nanosilica and the fluoroelastomer, a new formulation was obtained. Figure 1a summarizes the products used.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{a) Compounds used in this study. b) Examples of $T_2$-$T_2$ relaxation-exchange maps for different samples, varying the mixing time $\Delta$. The circles indicate the crosspeaks caused by exchange of water.}
\end{figure}

The single-sided NMR MOUSE was used for one-dimensional NMR analyses and the Benchtop MRI Tomograph (both manufactured by Magritek) for the two-dimensional ones. \textit{One-dimensional: samples in controlled RH conditions (dry and RH of 75\% at 25°C).} The transverse relaxation time distributions for the stones treated with ESTEL 1000 and the fluoroelastomer showed that most of the signal, characterized by a peak in the range between 0.1 and 1 ms, was proportional to the amount of applied product. This effect did not appear for a not treated (reference) sample and the other two treatments, the nanosilica and the new formulate. This suggests that ESTEL 1000 and fluoroelastomer had trapped water during the treatment. However, the hydrophobic nature of the fluoroelastomer was proved by the absence of further water absorption in the RH of 75\%. On the contrary, the ESTEL treated sample absorbed a considerable amount of water vapor, revealed by the increased area under the peak respect to the dry condition. The best performance of the new formulation with respect to the nanosilica was confirmed, as expected, by the less amount of water vapor absorbed. In summary, the mix nanosilica and fluoroelastomer seems to have the best behavior, because it absorbs less water vapor than nanosilica and does not absorb water during the treatment. \textit{Two-dimensional: samples in full saturation conditions.} Two-dimensional NMR relaxometry measurements were performed as $T_2$-$T_2$ relaxation-exchange experiment [3] and evaluated in terms of correlation maps (Fig. 1b). For each sample it was possible to observe the occurrence of peaks that showed an exchange of water between domains characterised by $T_2$ peaks centered at about 10 ms and 100 ms, respectively. The presence of these peaks in each map, with a mixing time $\Delta \geq 10$ ms, tells us that consolidation treatments did not change the connectivity properties of the stone material, assuring that compounds entered in the stone without a blockage of the pore structure. This is one of the most important characteristic that a conservative treatment must have to be used as a restoration compound for Cultural Heritage. In conclusion, we successfully exploited low-field NMR techniques in order to evaluate performance of consolidants, commonly used and new formulated ones, of interest to Cultural Heritage purposes.
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Recovering 2-dimensional $T_1$-$T_2$ distribution functions from 1-dimensional $T_1$ and $T_2$ measurements

N.H. Williamson*, M. Rödingb,c, S.J. Miklavicd, M. Nydenb,c
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The two dimensional inverse Laplace transform (2-D ILT) of $T_1$-$T_2$ correlation data allowed for the possibility of obtaining a functional relationship between $T_1$ and $T_2$ of fluid in a porous material [1]. The functional relationship provides information about surface interactions [2], which is unobtainable from a 1-D distribution alone. However, the observed relaxation rates generally follow the Brownstein-Tarr [3] equations for the fast-diffusion limit, i.e., a sum of surface and bulk contributions, with the sum controlled by the surface-to-volume ratio:

$$\frac{1}{\tau_{1,2}} = \frac{1}{\tau_{1,2,\text{bulk}}} + \frac{s}{\sqrt{\tau_{1,2,\text{surface}}}};$$

from this pair a functional relationship between $T_1$ and $T_2$ can be described by a single monotonic equation. Therefore, to recover the 2-D distribution function does not necessarily require a full correlation experiment, a fact which opens up the possibility of adopting alternative means, which could save experimental time. Kleinberg, et al. [4] obtained $T_1$-$T_2$ ratios by applying a cross-correlation function to the 1-D $T_1$ and $T_2$ distributions, assuming that the entire rock core could be described with a single value of $T_1$-$T_2$. More recently, the Driven-Equilibrium Carr-Purcell-Meiboom-Gill (DECPMG) pulse sequence opened for rapid assessment of the average ratio of $T_1$-$T_2$ as a function of $T_2$ [5]. We present a method by which a functional relationship between measurement parameters, $T_1$ and $T_2$, can be estimated through a process of fitting parametric models to 1-D $T_1$ and $T_2$ measurement data sets. From this *pseudo 2-D relaxation model* (P2DRM), based on completely independent 1-D information, a joint 2-D probability distribution trace in $T_1$-$T_2$ space is derived, in the sense of establishing a mapping of two orthogonal and independent 1-D probability distributions to 2-D space using the assumed functional relationship. The advantage of the P2DRM over the full $T_1$-$T_2$ correlation experiment is clear; experimental time can be reduced when rapid 1-D measurements of $T_1$ and $T_2$ are utilized. We test this on experimental as well as simulated data, extracting 1-D $T_1$ and $T_2$ data from $T_1$-$T_2$ data so that the results can be compared to those of the 2-D ILT of the full 2-D dataset. In its estimation of the dominant behaviour, the P2DRM displayed a high degree of accuracy in relation to the known functional relationship of the simulation, as well as consistency with the functional relationships obtained from the 2-D ILT.

![Figure 1](image-url)

Figure 1 - The P2DRM applied to simulated (a) 1-D $T_1$ and (b) 1-D $T_2$ relaxation data from fluid in pores (black circles) resulting in (c) estimated $T_2$ distributions, $T_1$ distributions, and functional relationships between $T_1$ and $T_2$. By Eqs. (1), the $T_2$ distribution models (lognormal plus delta function (red) and inverse gamma plus delta function (green)) define $T_1$ distribution models from which the fit parameters give the estimated functional relationships, coincident with the known (solid black) functional relationship. The delta function components incorporated into the simulation as well as the distribution models are associated with fluid in large, connected pores for which bulk relaxation behaviour is expected.
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Memory Efficient Multidimensional NMR Inversion without Kronecker Products

David Medellin, Vivek R. Ravi, Carlos Torres-Verdín
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State of the art two-dimensional linear NMR inversion is usually accomplished in three steps [1-2]. First, the data is binned. Then, the kernel matrices are compressed using singular value decomposition (SVD). Finally, the Kronecker product of the compressed kernels is used to transform the two-dimensional inversion problem into an equivalent one-dimensional inversion problem, to which methods such as the Lawson-Hanson (LH) or the Butler-Reeds-Dawson (BRD) can be applied. The previous scheme has several issues. First, kernel compression is only possible when the kernel matrices are separable, and in recent years, there has been an increasing interest in NMR sequences with non-separable kernels. Second, in three or more dimensions, the SVD is not unique, therefore kernel compression is not well-defined for higher dimensions. Without kernel compression, the Kronecker product yields matrices that require large amounts of memory, making the inversion intractable for common computers. Finally, incorporating arbitrary regularization terms is not possible with the LH or BRD method.

We use multilinear forms to perform multidimensional NMR inversion by minimizing cost functions using a generalized multidimensional version of steepest descent that uses gradients in tensor form. This new method solves the three previously mentioned issues present in current methods: it is memory efficient, requiring less than 0.1 % of the memory required by the LH or BRD method; it is flexible, as it can be extended to arbitrary dimensions and adapted to include non-separable kernels, linear constraints, and arbitrary regularization terms; and it is easy to implement, because just the cost function and its first derivative are required. Tensor gradients allow us to generalize inversion methods to higher dimensions, avoiding memory expensive Kronecker products. Figure 1 shows a comparison between the memory required to perform 2D NMR inversion using kronecker products and multilinear forms. Note that 2D NMR inversion using kronecker products can require over 3 orders of magnitude more memory than using multilinear forms.

![Figure 1 – Memory required to perform 2D NMR inversion using kronecker products (three topmost curves) and multilinear forms (three bottommost curves) for a T1-T2 inversion with 30 polarization steps and a symmetric map size. From top to bottom: 5000 echoes, 1500 echoes, 300 echoes, 5000 echoes, 1500 echoes, and 300 echoes.](image)

The reason for this can be understood considering a 2D NMR cost function of the form

$$ C = \|K_2 F K_1^T - D\|^2, $$

(1)

where $K_1$ and $K_2$ are kernel matrices, $F$ is a 2D NMR distribution map, and $D$ is the 2D NMR data. For square matrices, the memory required to compute the tensor gradient:

$$ \nabla C = 2K_2^T(K_2 F K_1^T - D)K_1 $$

(2)

is of the order of $N^2$, while for the gradient obtained by using the kronecker product,

$$ \nabla C = 2(K_1 \otimes K_2)^T((K_1 \otimes K_2) f - d) $$

(3)

where $f$ and $d$ are the vectorized representations of $F$ and $D$, the required memory is of order $N^4$
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Improved inversion of two-dimensional NMR Relaxation data with the UPEN principle
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The inversion of two-dimensional NMR relaxation data requires the solution of a first-kind Fredholm integral equation with separable exponential kernel, typical of two dimensional inverse Laplace transforms. In this paper we present the I2DUPEN algorithm that extends the Uniform Penalty (UPEN) algorithm [1] to two-dimensional data. The discrete model for recovering the unknown discrete distribution $F \in \mathbb{R}^{N_x \times N_y}$ from 2D NMR relaxation data, can be obtained by the following linear model:

$$ K f + e = s $$

(1)

where $K \in \mathbb{R}^{M \times N}$ is the discretized exponential kernel, $s \in \mathbb{R}^{M}$ is the discrete vector of the measured noisy signal, $f \in \mathbb{R}^{N}$ is the vector reordering of the distribution $F$ and $e \in \mathbb{R}^{M}$ is the vector with the discretized additive Gaussian noise.

The ill-conditioning of (1) is well known and Tikhonov regularization is commonly applied to the inversion of NMR data. It is well known that the main difficulty of the Tikhonov method is the estimation of the regularization parameter. Furthermore a single regularization parameter does not allow one to reconstruct peaks and flat regions with the same accuracy. We show that the UPEN principle is a suitable criterion for choosing the regularization parameters in multiple parameter Tikhonov regularization. The local values of the regularization parameters are related to the curvature in each point of the distribution by means of an iterative algorithm [2]. At each iteration, the locally adapted regularization parameters are automatically updated and the approximate solution is obtained by solving a regularized least squares problem:

$$ \min_{f} \left\{ \| B K f - B s \|^2 + \sum_{i=1}^{N} \lambda_i (L f)^2 \right\} $$

(2)

where the matrix $L \in \mathbb{R}^{N \times N}$ is the discrete Laplacian operator, $B \in \mathbb{R}^{M \times M}$ is a diagonal matrix of weights related to the statistics of the data and $\lambda_i$ are the local regularization parameters defined by the UPEN principle. Moreover, the data can be compressed using Singular Value Decomposition (SVD) of the kernel to reduce the computation cost. Results of numerical experiments on simulated and real data are presented in order to illustrate the potential of the proposed method in reconstructing peaks and flat regions with the same accuracy.

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{figure1a.png} \hspace{0.05\textwidth} \includegraphics[width=0.45\textwidth]{figure1b.png}
\caption{Surface (left) and map (right) of the local regularization parameters $\lambda_j$ in log-scale.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{figure2a.png} \hspace{0.05\textwidth} \includegraphics[width=0.45\textwidth]{figure2b.png}
\caption{T1 – T2 maps (left) and 3D distributions (right), obtained by the I2DUPEN.}
\end{figure}

Figure 1 shows the spatially adapted regularization parameter which is locally adapted to the inverse of the curvature of the distribution. Figure 2 shows the distribution obtained from the inversion of real NMR data where an SVD filter has been applied with threshold equal to $10^{-10}$. Preserving the quality of the reconstruction, the computational cost was approximately halved.
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Laplace NMR (LNMR) consists of relaxation and diffusion measurements which provide detailed information about molecular rotation and diffusion, explore interactions of nuclei with their microscopic environments, and can ultimately provide complementary chemical resolution. [1]

As with traditional NMR, the resolution and information content of Laplace NMR can be significantly improved by the use of a multidimensional approach [1]. However, the duration of such experiments becomes very long, because it requires a repetition of the experiment with varying evolution times. Typically, the experiment time ranges from minutes to hours, which restricts the applicability of the method. In ultrafast, multidimensional Laplace NMR [2, 3] the encoding in the second dimension is done in a spatially depended manner, also known from conventional ultrafast NMR spectroscopy [4], and thereby experimental time is reduced by orders of magnitude. Such a dramatic speedup of measurement technique enables the investigation of transient phenomena previously out of reach of multidimensional NMR. Such systems could include, for example, gel formation, phase changes of ionic liquids and liquid crystals. Furthermore, it is possible to collect the entire data space after a single excitation pulse, and apply the method even to hyperpolarized spin systems otherwise out of reach of multidimensional NMR. Hyperpolarization techniques improve the sensitivity of NMR up to $10^5$ orders of magnitude, and thus enable NMR experiments even from very dilute concentrations.

In this presentation we explain the principles of ultrafast multidimensional LNMR and present several different measurement schemes together with experimental demonstrations and simulations. We show that multidimensional Laplace NMR experiments are capable of bringing chemical resolution to systems, which may lack it in traditional NMR spectra: For example, it is possible to resolve signals arising from different physical environments of a fluid inside a porous medium. In addition, it is possible to resolve hydrocarbons of different size, which have completely overlapping NMR spectrum. We also demonstrate that the method is applicable to hyperpolarized substances, and that we can carry out ultrafast relaxation correlation experiments even with portable, single-sided low field instruments [5].
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Accurate T2 distribution of fluids in porous media measured with Phase Incremented Echo Train Acquisition
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One of the oldest magnetic resonance experiments used in the sciences and medicine is the Carr-Purcell-Meiboom-Gill (CPMG) sequence. A well-understood problem with CPMG is that its signal contains a number of artifacts [1] arising from undesired stimulated echoes. Since stimulated echoes decay on a timescale associated with T1, the T2 distributions measured with CPMG are often contaminated with artifact intensities associated with higher decay constants that are not representative of the true T2 values within the sample. These artifacts vary in intensity with the number of pi pulses and time to echo (TE). With changing TE one also expects changes in the measured decay constant distribution due to diminishing contributions from diffusion at shorter TE values. These diffusion contributions, however, can be obscured by the undesired stimulated echo artifacts.

Recently, we developed the Phase Incremented Echo Train Acquisition (PIETA) method [2] which eliminates all artifacts from stimulated echo contributions. Using PIETA we have performed a series of measurements comparing the T2 distributions obtained by the CPMG versus PIETA for a variety of porous rock cores at different external magnetic fields that cover a range of proton NMR frequencies from 2MHz to 400MHz. This comparison can be seen in the figure below. As expected the CPMG-derived decay constant distribution has consistently more intensity associated with longer decay constants. Additionally, we see that the shape of the decay constant distributions obtained with CPMG has greater variations with changing TE than PIETA. Again these variations arise from the changing amount of stimulated echo artifacts. With the elimination of stimulated echo artifacts the changes in the PIETA decay constant distribution with decreasing TE is a more accurate reflection of the decreasing diffusion contribution with decreasing TE.

The PIETA data also provides additional information on the amount of coherence lost to undesired pathways. This information could be useful in predicting the T2 distributions that would be obtained with ideal pulses.

![Figure 1](image-url)

**Figure 1** a) 2D PIETA simulated map showing the pathway produced by ideal pulses; b) Experimental PIETA map. Pulses are not ideal and part of the magnetization can be seen following different pathways; c) Comparison of CPMG and PIETA T2 distributions.
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TOPOLOGICAL STUDY OF POROUS MEDIA THROUGH μCT IMAGING AND COMPLEX NETWORKS
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The interconnecting system of pores and throats in porous materials is a high complexity system. The development of methods that allow quantifying its topological properties is of vital importance to understand the structure of the material. The application of μCT imaging to this media has opened a new branch of research which uses image processing algorithms to quantify the pore-throat interconnection network and assess properties such as pore size distribution and throat size distributions [1,2]. In order to extract this information, the 3D porous matrix is characterized by assessing the total void volume, pore surface and fractal dimension amongst other properties. Furthermore, the media can be segmented into pores and throats, forming a large network in which the pores are the nodes and the throats are the edges. This segmentation allows a new form of visualization of the porous structure and the possibility of applying network theory to analyze its topology. In this work, we propose the extraction of the pore network to characterize the topology of the system by measurements of degree distribution, node/edge centralities and molecular diffusion (through random walk). We show that this information provides a powerful tool to analyze the media’s morphology. A direct application is the identification preferential paths of molecular diffusion, an important quantity measured by the NMR techniques.

The analysis of the topology was first applied to characterize the morphology of wormholes in carbonates. Wormhole is the denomination of a pathway formed after the application of an acid treatment as a stimulation procedure for the reservoir. Acid treatment is one of the most commonly stimulation treatment used in carbonate reservoirs (such as the pre-salt), since it accounts for the heterogeneity of the carbonate rocks to maintain a continuous fluid output. It consists of a reactive fluid injected in the inner rock of the reservoir. This procedure creates a preferential path (wormhole) that optimizes the extraction of the hydrocarbon fluids [3,4]. Therefore, the characterization of the wormhole’s topology is of vital importance to assess the efficiency of the stimulation procedure.

Figure 1 – Topology of a wormhole on an Indiana Limestone. Left: the whole body of the wormhole (Bruker SkyScan “CT-analyser”). Right: the main paths of fluid flow identified by network analysis (developed software).

This project used the μCT images to reconstruct the 3D porous matrix of the rock cores after acidification. A percolation algorithm was used to identify the wormhole, having any other pores excluded from the measurements. Then, a modified Max Ball Algorithm [5], developed on this project, was applied to construct the pore interconnection network. This network presented not the free scale characteristic as it is found in most networks in nature, but instead an exponential decay behavior on the connection of nodes. In addition, the network presented the “small world” property, which shows that the typical pore is easily accessible with a small number of steps. Through measurements of node closeness centralities and edge betweenness centralities, the method allowed to identify the main paths of molecular diffusion and fluid flow that had the largest hydraulic radius (Figure 1). We have found that the lengths and number of connecting preferential paths correlates with the acid flow used. We intend to apply the method to identify the ramifications lengths, and use it as a complementary technique on the choice of the acidification procedure that can provide the best results in carbonates. For further work, the network extracted will be used to simulate NMR 1D and 2D experiments in order to find the correlations of the network’s topology to the NMR relaxation times distributions.
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Parameterization of multi-exponential NMR relaxation in terms of logarithmic moments of an underlying relaxation time distribution

O. V. Petrov*, S. Stapf

*Technische Universität Ilmenau, Institut für Physik, D-98684, Ilmenau, Germany

There are two common approaches to the mathematical description of multi-exponential relaxation. One is to fit an empirical function whose parameters relate to a characteristic time of relaxation and its deviation from exponential. Kohlrausch-William-Watson, Cole-Cole, Cole-Davidson and log-normal fit functions are but some of the examples. This approach requires specifying a functional form of relaxation, or in other words, a priori knowledge of underlying relaxation time distribution $g(\tau)$, which makes it difficult to compare samples with dissimilar relaxation behavior using this method. The other approach is calculation of $g(\tau)$ by resolving an experimental relaxation function into a number of exponentials by means of the inverse Laplace transform (ILT). It provides an ultimate description of the multi-exponential relaxation and allows a direct comparison of different samples. However, since ILT of a noisy data is a numerical approximation and relies strongly on the regularization algorithm used, one may consider thus obtained $g(\tau)$ and derived moments ambiguous.

R. Zorn [1] has proposed to characterize multi-exponential relaxation in terms of logarithmic moments (LMs) of $g(\tau)$ which can be calculated without inversion of data by using only integral (and optionally differential) calculus. The first logarithmic moment, $<\ln \tau>$, represents the geometric mean relaxation time, while the second, $\sigma_{\ln \tau}^2$, and the third, $\mu_{\ln \tau}$, moments relate to the width and the asymmetry of $g(\tau)$, respectively. The calculation of the LMs is based on the moment rules for convolution (see e.g. [2]) and requires that a relaxation function is sampled at logarithmically spaced delays and normalized to unity.

Ref. [1] contains all necessary equations for the LMs calculation and provides examples for a number of empirical fit functions used in dielectric relaxometry. Here we have applied the method to experimental data acquired under various conditions from NMR $T_1$ relaxation and stimulated echo experiments as well as to simulated data. In particular, we tested the effects of a signal-to-noise ratio (SNR), the number of acquisition points, the onset of acquisition, and a sampling rate on the calculated LMs. It was possible to exclude a numerical differentiation from the working equations in [1], which left numerical integration and normalization of the data the only intrinsic sources of error. To normalize the data, we used the total amplitude of the best-fit triple-exponential function as a normalization factor. The same fit function was utilized to extrapolate the relaxation function to short relaxation delays if necessary.

The LMs calculated from the experimental datasets were found in a good agreement with those from ILT and multi-exponential analysis. The geometric mean $<\ln \tau>$ is robust with respect to the presence of noise, including outliers, to a moderate shift of the acquisition onset to longer delays, and to its early truncation. The variance $\sigma_{\ln \tau}^2$ and the asymmetry parameter $\mu_{\ln \tau}$ were found to be much more sensitive to those factors. For example, it was important for a good accuracy that the relaxation decay be sampled starting above a 90% level of the relaxation function, otherwise extrapolation to short delays was necessary.

The objective of this work was to obtain a compact representation of relaxation curves with possible applications to tissues, polymer melts and heterogeneous porous media such as solids and rocks. As future work, it would be also of interest to study the sensitivity of different LMs to the factors of relaxivity in those systems.
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A host of NMR techniques rely on the measurement of magnetization versus a variable parameter. Among them are $T_1/T_2$ relaxometry, diffusometry, NOE and chemical exchange monitoring, as well as more specific stimulated-echo measurements of high-order correlation functions and multiple coherence buildups. The experiments often result in an NMR signal of low signal-to-noise ratio (SNR), making an optimum data quantification a matter of great concern. Commonly, one quantifies individual signals successively as they are generated in response to a variable parameter’s update. The measurements consist of direct integration of spectral peaks or taking the initial part of a time signal or points at the spin-echo top as the estimation of the total magnetization.

As an alternative, methods of NMR quantification that are based on statistical approaches which encompass simultaneous analysis of an entire set of signals have recently been arisen [1]. In particular, principal component analysis (PCA) has gained popularity among the biomedical NMR community for the quantification of metabolite concentrations in tissues [2]. The technique was initially introduced for estimating the peak areas in an array of NMR spectra [1] and then was extended to include estimation of variations in peak positions and phases [3]. As a method of multivariate analysis, PCA has the advantage over the direct measurements of utilizing “the collective power of the data” [3] to reveal signal-related factors of data variance.

The subject of our work was to exploit this potential of PCA in NMR relaxometry, both conventional and field-cycling (FC), and to demonstrate the advantage of the method over direct measurements on individual signals.

In the case when the change in the signal’s amplitude is the only factor of the data variance, the total magnetization is measured straightforwardly as a sum of properly scaled principal components’ (PCs’) scores, with the scaling factors being the sums of respective PCs’ elements. If, however, there are other factors such as variations in frequency and phase, as in case of FC relaxometry, then one first applies an iterative PCA-based procedure [3] for estimating and correction for those unwanted signal variations. From the tests taken, comparison of PCA with direct measurements of total magnetization is mostly in favor of PCA as it produces less scattered points along build-up curves (Fig. 1). PCA was found to perform equally well in both the frequency and time domains, in contrast to direct integration of time signals which underestimate faster-decaying components in general. PCA is a ‘black-box’ method, meaning that user interaction is minimal and all signal parameters are estimated in one step. As such, it can be readily implemented as an automatic processing routine within the NMR software used. Yet the user has to determine the number of PCs to deal with, e.g., when measuring a multi-component relaxation.

![Figure 1](image1.png)

**Figure 1** – Principal component analysis of $^{19}$F $T_1$-relaxation in a LaF$_3$ crystal as compared to direct integration.
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Real-time NMR data processing and management
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NMR logging can provide many parameters of formation fluid properties such as $T_1$, $T_2$, $D$ for formation evaluation. We can obtain porosity, permeability, identify fluid types through NMR logging, which causes NMR method to be one of the important tool for oil resources exploration. As the fast development of NMR technology in wireline and drilling logging, NMR is playing a more and more important and effective role in fluid identification and quantitative evaluation.

Nowadays, data processing and interpretation in the software of NMR logging are all preformed after data being collected. But due to the great development of NMR technology in wireline and drilling logging, the characterization of real-time, continuity and accuracy for NMR data processing has become more and more important. Since the establishment of a sophisticated NMR laboratory for identification and analysis of fluid has gained increasing attention, real-time NMR data processing turns into a new trend in NMR logging data processing and development of technology in the field of oil exploration. Therefore, this work is aimed at realizing real-time NMR data processing, and trying to achieve the target of analyzing the feasibility and necessity of data management by information technology in the field of NMR logging which is based on NMR real-time data processing system. This work is based on the NMR identification and analysis of fluid device designed by China University of Petroleum Beijing NMR laboratory. And figure 1 shows the interface of the software. For the real-time data processing and management, we use specific database skill to take the data into two parts—‘head’ and ‘rear’. When the tool is working and transmitting signals, the software can identify which information is not in the database by the ‘head’ and put the useful information of the new signal (the rear) in the database, causing the real-time data processing.

Figure 1 – Interface of real-time NMR data processing software

The main contents include: (1) Using numerical simulation and experimental verification to realizing the real-time NMR data processing in two dimensional; (2) Using four different methods to do the quantitative identification of downhole fluid in two dimensional; (3) Combined with the quantitative characterization of measurement results to improve the accuracy of oil exploration and production efficiency; (4) Try to build a databases to realize the real-time data reading and the information management of data.
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Proper coherence pathways selection in echo train acquisition for $T_2$ measurements
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Nuclear Magnetic Resonance relaxation time constants are relevant parameters to characterize porous media. Indeed, the nuclear spin transverse relaxation time of confined molecular species, $T_2$, is well-known to correlate with the pore size distribution. The NMR methodology for the $T_2$ measurements is based on the commonly used CPMG sequence [1,2] which employs the acquisition of a train of echoes to overcome the effects of molecular diffusion. In theory [1,2], CPMG decay should provide correct $T_2$ value; however, non-ideal refocusing pulses produce experimentally undesired signals, particularly stimulated echoes, which were found to be responsible for significant elongation of the CPMG decay. This unwanted contribution is mainly caused by the radio frequency field inhomogeneities, and by the absence of proper coherence pathway selection by phase cycling in the conventional CPMG sequence.

The very large number of steps (i.e. scans) needed to select precisely the coherence pathways makes prohibitive the use of nested phase cycling for CPMG acquisition. For instance, a CPMG sequence with $N\pi$ pulses requires at least $2^N$ steps with nested phase cycling [3,4]. Recently, Baltisberger et al. [5] proposed an elegant approach to select the desired spin echo pathway in a CPMG-type experiment called “Phase Incremented Echo Train Acquisition” (PIETA). By introducing an indirect phase incremented dimension in combination with an adapted data post-processing, PIETA also succeeds in reducing the number of steps such that it requires only $2N$ scans for $N\pi$ pulses.

Here we present an alternative way to achieve a proper coherence pathway selection in CPMG echo train acquisition, which is based on the “cogwheel phase cycling” introduced by M. Levitt et al. [6]. With respect to PIETA, the number of steps remains the same, but data post-processing related to the introduction of an additional dimension is no longer needed. We apply this new methodology on porous materials with well-defined pore size distributions, and propose a critical discussion with respect to the standard CPMG sequence in terms of $T_2$ measurements.
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Control of molecular dynamics has been a crucial requirement in the design and development of molecular machines and devices for end-use applications. Rotational ring flipping events of benzilic moieties are, for instance, an influencing factor for guest-host interactions or structural transitions such as “breathing” events in porous media. Towards the goal of truly *a priori* synthesis of tailored materials, systematic modification of substituent groups on the rotor dramatically influences flipping frequencies serving as a viable strategy for molecular control. Metal coordination polymer (MCPs) (also known as Metal Organic Frameworks) are an ideal porous architecture to explore dynamics features for rotational frequencies in crystalline solids. To probe ring dynamics in MCPs, solid-state NMR has proven to be a powerful tool as a non-invasive means of exploring a wide dynamic range. Here, we employ dipolar chemical shift correlation (DIPSHIFT) [1], a separated local field experiment, measuring the CH heteronuclear dipolar coupling as a proxy for ring dynamics. The recent extension of the methodological approach detects a unique T2 like relaxation during the DIPSHIFT curve which provides a unique marker for dynamics in the “intermediate” motional regimes (100us). The ring events were measured as a function of chemical modification and temperature in a series of UiO66(Zr)[2] MOFs. The results show dramatic differences in dipolar coupling constants (see Figure 1.), demonstrating a wide range of dynamic timescales. By carefully designing the interaction between the substituent and the cluster, the energy potential for rotational barrier is dictated by the interaction strength and thus affects the rotational dynamics. Results were supported by DFT calculations where the activation energy for a full ring flip matched the experimental trends.

![Dipolar chemical shift (DIPSHIFT) correlation experiment curves on chemically modified UiO66 at 23C. The depths of the curve is roughly proportional to the strength of the heteronuclear dipolar coupling constant.](image)

**Figure 1** – Dipolar chemical shift (DIPSHIFT) correlation experiment curves on chemically modified UiO66 at 23C. The depths of the curve is roughly proportional to the strength of the heteronuclear dipolar coupling constant.
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Many NMR relaxation and diffusion experiments can be modeled by a multi-exponential decay where each decay rate describes a distinct component in the sample. Through an inverse Laplace transform of the decay curve one passes from the time domain over to the relaxation domain which gives new physical insight. To perform an inverse Laplace transform numerically we developed a new algorithm which is adopted to the homodyne detection principle well-known from signal analysis in the Fourier domain. We applied our homodyne algorithm to experimental data and compared its results with the outcome of the Tikhonov regularization method, of a multi-exponential NNLS fit and of the Laplace-Padé approximation [1].

Our algorithm is an iterative approach. Fig. 1 shows a single iteration step applied to a double exponential signal. We interpret the decay signal as the result of a two-sided Laplace transform of a relaxation spectrum. This allows us to shift the relaxation spectrum by δa to the left through a multiplication of the decaying signal in the time domain. With each iterative step δa is incremented. As soon as δa equals the smallest relaxation rate in the spectrum an offset will appear in the time domain. When such an offset is detected the smallest relaxation rate in the spectrum is zero. That means by subtracting the signal from a copy of itself shifted in time by δT this component can be filtered away completely. Relaxation rates close to it get damped. After that the remaining signal undergoes a spectral back shift before the next iteration step begins.

To evaluate our algorithm with experimental data we investigated the T2-decay of four different 1.5 ml samples each with different CuSO4 concentrations (0 g/l, 0.1 g/l, 0.5 g/l and 1 g/l) with a CPMG sequence at 1 T. At first a T2-decay curve of each single sample was individually recorded in a single configuration. Then a T2-decay curve of all four samples together in a quattro configuration was measured. The results are given in Fig. 2a). The outcome of the single configuration experiments were analyzed with a mono-exponential NNLS fit. The quattro configuration decay was analyzed with a quattro-exponential NNLS fit, with the Laplace-Padé method, with the Tikhonov regularization method and with our homodyne detection algorithm. For the application of the quattro-exponential NNLS fit and for the Laplace-Padé approximation the knowledge about 4 components was employed in the input settings.

Fig. 2b) shows the relaxation rates detected by the four investigated numerical Laplace inversion methods when applied to the quattro configuration decay signal. The labeled x-coordinates give the relaxation rates determined by a multi-exponential NNLS analysis of the four samples measured in the single configuration and can be regarded as the benchmark for the multi-exponential analysis. The y-axes lists the relaxation components. Clearly none of the three established methods was able to detect four distinct relaxation components. Although we employed the knowledge of four relaxation components. For our method the number of components in the sample is irrelevant since the algorithm can stop at any time when going to higher relaxation rates. Additionally, the resolution of our homodyne approach can be increased by decreasing the increment step of δa. However, this would increase the computational time due to the increasing number of iteration steps.
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129Xe NMR Methodology for Complex Porous Matter

J. Hollenbacha, V. Kotolupb, R. Valiuclin, D. Enkec, J. Matysika
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Porous media exist ubiquitous in nature and industry, e.g., as rocks, biological foams, lung tissue as well as silica and metal oxide based catalytic materials, molecular sieves and porous membranes in sensors. Hence, the determination of structural and transport properties of those materials is of great importance in a broad range of scientific, technological and medical fields. There are several “classical” methods, such as X-ray diffraction, gas adsorption and Pulsed Field Gradient (PFG)-NMR allowing to characterize either structural parameters or dynamics inside the voids. Each method, however, has its own limitations in dimensions and resolution. Additionally, it is demanding to obtain full information of all properties.

The application of 129Xe-NMR offers an alternative insight, as it can be used to probe both structure and transport in porous media. During the last decades, it has become a well-established technique to study different classes of porous materials and surfaces.[1–4] In general, the NMR parameters are correlated to the interactions of the gas, the symmetry of the voids and also the motion of the gas inside the material. Using hyperpolarized (HP) 129Xe gas, the sensitivity, i.e., the signal strength can be enhanced by several orders of magnitude allowing to work with very low Xe concentrations in the sample. In this range, effects of Xe-Xe interactions can be neglected, thus, the spectroscopic information exclusively reflects the gas-sample interaction. Thus, it is possible to extract structural properties, such as the number of different adsorptions sites, their size and geometric shape. At the same time, transport properties can be observed, e.g., by 129Xe-Exchange Spectroscopy (EXSY) experiments and the extension of PFG-diffusion measurements to 129Xe-NMR. Compared to “classical” PFG-NMR, the latter approach allows investigating much greater length scales and thus, making the extraction of long-range transport properties achievable.[5]

Here, we present the application of HP 129Xe-NMR for the characterization of structure and dynamics in different classes of mesoporous materials such as Controlled Pore Glasses (CPG) and MCM-type materials providing a broad range of pore sizes and structural order. The 129Xe chemical shift and the linewidth are the main parameter to derive information about the pore structure but can be influenced by exchange and transport effects. These processes are investigated in greater detail by selective EXSY experiments and diffusion measurements. Combining the information about structure and dynamics, the influence of local (structural) properties on long-range (transport) properties is investigated.

References

The art of chemical synthesis of nanoporous materials with well-defined structural properties has substantially progressed over the last decades. It has now become possible to produce porous materials, which allow for the most accurate explorations of different properties of confined condensed matter, which may dramatically deviate from those known for their bulk counterparts. By using the structure-templating precursors, the structural properties, such as pore size, pore geometry, and long-range pore ordering can be independently tuned to address different aspects of quite diverse phenomena. In this contribution, by considering one selected family of nanoporous silica material with a well-organized pore structure, we demonstrate the new potentials opened by these materials for fundamental research.

The two materials used in this work, referred to as PIB-IL and FDU-12 have very similar pore structures. It is composed of body-centered and face-centered cubic close-package of spherical cages with the pore diameters of 16 nm and 12 nm, respectively (see, e.g., Figure 1a). The spherical cages are interconnected with one another with worm-like cylindrical channels with a diameter below 2 nm. Further details on the synthesis principle can be found in, e.g., Refs. [1,2]. This particular organization of the pore space, namely the nanometer-scale cavities separated in space and weakly coupled to one another, makes it ideal to address various physical phenomena. Here we focus on two long-standing problems concerning (i) mass transfer under condition of inhomogeneous density distribution and (ii) nucleation phenomena in deeply supercooled liquids.

By exploiting the large pore size difference between the spherical cages and the worm-like channels, giving rise to a notable difference in their capillary-condensation and capillary-evaporation pressures, the pore space in this materials can easily be prepared to contain the capillary-condensed liquid in the small channels and the gaseous phase in the big cages. The spatial ordering of the thus created domains with the different fluid densities serves an ideal model system to address transport under conditions of inhomogeneous density distributions. According to the classical diffusion theory, the effective transport rates in these situations, namely when the phase with the highest diffusion rate forms closed regions, are dictated by the phase with the lowest transport resistance. In contrast, the experiments performed using pulsed field gradient NMR revealed an almost three-fold transport enhancement (Figure 1b) [3]. By taking a closer look into transport mechanisms, the occurrence of this puzzling observation could be traced to a peculiar statistics of the molecular propagations in the gas-filled spherical cages. It has been shown that, depending on the thermodynamic conditions deciding on the gas-liquid equilibrium, the emerging memory effects in the molecular propagation directions can indeed either lead to the situations predicted by the classical diffusion approaches or to a transport acceleration if the memory effects become negligible. Exactly the latter conditions were shown to be applicable for the experiments performed. The respective theory developed has lead to perfect agreement between experiment and theory.

**Figure 1** – (a) Electron micrography image and schematic structure of the PIB-IL material. (b) Diffusion behavior of cyclohexane in PIB-IL for different gas-liquid equilibria. (c) Freezing kinetics of water in FDU-12 following temperature quenches from -35°C to -39°C and from -35°C to -41°C.

Another interesting potential application of this type of material concerns physics of the nucleation processes close to the spinodal points. Their advantage in this respect is that the nucleation process can be followed in thin volumes of the spherical cages. In the bulk substances any single nucleation event leads to a phase transition over the whole sample, precluding accurate determination of the nucleation rates. In contrast, in PIB-IL or FDU-12 the transitions are limited to occur in the single cages. Figure 1c demonstrates typical freezing kinetics measured for water after temperature quenches to temperatures close to the spinodal temperature. We demonstrate that their analysis allows for a very accurate determination of the nucleation rates not accessible by other techniques. In addition, we show that the experimental data signal the emergence of the inter-pore coupling phenomena for the phase transitions, which have never been reported before and which are presumably associated with the alterations of the density fluctuations in the course of the transition.
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Online NMR measurements and parameter optimization by fluid analysis system

W.L. Chen, L.Z. Xiao, Y. Zhang, G.Z. Liao

State Key Laboratory of Petroleum Resources and Prospecting, China University of Petroleum, Beijing, China

NMR measurements can provide fluid type, content and many fluid properties, through which we can instruct activities on oil drilling, mining, refining and transportation.

When fluid flows, NMR responses will be more complicated. Not only does flow rate affect the echo amplitude, but the presence of local inhomogeneous magnetic field can also cause additional signal attenuation, which would lead to deviation in identification and quantitative calculation of flowing fluids. Therefore, we need to: 1. correct the offset by flow rate. It notes that the influence of flow rate on acquired signal is also related to fluid type. Thus, to flow fluids, the spectrum shift is related to V*\(T_2\), where V is flow rate and \(T_2\) is the transverse relaxation time of measured sample. 2. minimize the impacts of inhomogeneous magnetic field. At the beginning, we should consider the effects of different factors (eg, \(B_1\) intensity, echo spacing, flow rate, polarization time et al) on signal amplitude in inhomogeneous field. By doing so, optimized parameters can be set when measurements are going on.

![Figure A](image1)

Figure A is the online fluid analysis system which consists of probe, spectrometer, upper computer, et al; Figure B tells us the response differences between stationary fluid and flow fluid; Figure C presents the relationship between \(B_1\) intensity and signal amplitude. From the figure, it is seen that when \(B_1\) gets larger, the influence by field inhomogeneity on acquired signals will be smaller. Figure D shows the signal intensity of different echo time. In the figure, long echo time contributes to more serious dispersed phase. In addition, as the fluid flows forward, the dispersed phase will be accumulated.
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A home-built NMR Core Analytic system based on the OPENCORE Spectrometer

Guang Yang, Lizhi Xiao, Wei Liu
China University of Petroleum Beijing, 18 Fuxue Road, Changping, Beijing China 102249

Oil and gas production is highly dependent on understanding key properties of reservoir rock, such as porosity, permeability and wettability[1]. Geoscientists have developed a variety of approaches to measure these properties, including log and core analysis techniques.[1] To visualize the fluids in small pores, the measurement parameter known as TE (Time to Echo) must be as short as possible. We describe the design of a home-built 2MHz NMR core analytic system (figure 1) which is based on the OPENCORE spectrometer[2] (Thank Professor Takeda).

![Diagram](https://via.placeholder.com/150)

**Figure 1** - A block diagram of the core analytic core system

The spectrometer contains the console software which was developed by Qt, the whole program for the FPGA chip and several peripheral circuits. We reproduced the spectrometer and did little modification in order to add some other necessary parts, like the power amplifier, pre-amplifier, duplexer and damping circuit. This system has two new characters: the active broadband duplexer (1-25MHz) and the active damping circuit. In previous work, for the duplexer part, like the base-on cross diode pairs and quarter-wave length line, π network equal to quarter-wave length line. But the former is not suitable for the low frequency system and the latter one is a passive circuit and it will increase the ring down time. We designed the broadband duplexer which is consist of two FET switches connected back to back that isolate the receiver when the transmitter is ON, and a pair of cross-coupled diodes that isolate the transmitter from the coil when it is OFF. For the recovery time, A.S. Peshkovsky used a transformer to absorb the energy from the antenna after the transmitter pulse [3]. Based on it, here we optimized the circuit, during the damping “on”, the damping circuit work and dissipate the energy from the antenna through two resisters. The time sequence is showed in figure2. The active way (including the duplexer and damping circuit) introduce to the noise to the FID signal, but phase cycle of the receiver in the FPGA can eliminate this affliction.

![Sequence](https://via.placeholder.com/150)

**Figure 2** – The time sequence for each part of the system

This can substantially decrease acquisition times while simultaneously increasing signal to noise ratio. The shorter the echo time provided by the NMR instrument, the shorter T2 that can be resolved, enabling smaller pore sizes to be detected. This is especially important in unconventional reservoirs, more specifically, shale oil, gas and heavy oil reservoirs.

**References**

As is common in MR experiments, the measurement typically includes a long wait time to allow nuclear magnetization to substantially recover to its equilibrium. As a result, most MR experiments are time consuming. In particular, for a multiple dimensional experiment, many scans are needed for all dimensions and signal averaging. Thus methods to reduce the number of scans are highly desirable, e.g. the use of compress sensing. Furthermore, different samples exhibit different T1, T2, diffusion coefficient, J-coupling and dipole coupling, etc. Thus a particular pulse sequence with fixed timings won’t be optimized for all samples.

Take T1 measurement as an example. Assuming using inversion-recovery sequence to measure Sample 1 with T1 in the range of 1 s. The optimal recovery time list would be, for example, 0.1 s to a few seconds. However, this time list won’t be appropriate for different samples with a T1 in the range of 0.01 s. In practice, NMR laboratory often uses protocols to cover the recovery time from 0.001s to 10 s. As such, the conventional approach is always sub-optimum for every sample.

In this paper, we propose a new method to dynamically optimize the measurement program so that it is always optimized for the specific sample under investigation. This method utilizes the concept of machine learning to analyze the acquired data during the measurement to dynamically determine the experimental parameters for the subsequent sequences. As a result, the NMR measurement will always focus on the appropriate parameters to obtain the most effective data to determine the properties of the individual sample. The concept is shown as a flow chart in Figure 1.

![Figure 1](image_url)

**Figure 1.** An example flow chart of the machine learning algorithm for optimizing NMR pulse sequence.

The key step in the above algorithm is to obtain the solution ensemble for a given data. We have used Monte Carlo method to sample the solution space and some example algorithms have been reported [1,2]. We will show numerically that optimization of the pulse sequence parameters can be achieved for T1, T2, diffusion coefficient, and J-coupling measurements.
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A New Side-looking Design For Downhole NMR Probe

S. Luo, L. Xiao, G. Liao, Y. Zhang
State Key Laboratory of Petroleum Resources and Prospecting; China University of Petroleum, Beijing 102249, Beijing, China.

Downhole NMR probe is one of the main components of NMR well logging tool, which is used to polarize underground formation fluids and receive NMR signals\cite{1}. Centralized probe has its advantages for high signal-to-noise ratio, but it will be affected by borehole fluids which can attenuate the RF power and received signal amplitude. And it sometimes does not work well in deviated and horizontal wells. A new side-looking downhole NMR probe is designed for 45cm vertical formation resolution and investigation of depth (from the surface of the probe to the target) is ranged from 9.5 cm to 12.5 cm. The diameter of the probe is 127cm (5 inch) that can be applied in small borehole whose diameter is 6 inch in general. Because of the side-look design, 80 degree azimuthal sensitive region is detected by the probe for the purpose of using low transmitter power and getting high signal-to-noise ratio.

As shown in Figure 1, a) is the probe without fiberglass sleeve. b) is the illustration of the cross section of $B_0$ and $B_1$ distribution from the probe, the isolines represent the $B_0$ distribution and the arrows represent the $B_1$ distribution. c) is the illustration of sensitive volume, each slice corresponding to different operating frequency is shown, signals\cite{2} calculated are contributed from this part at an arc length approximate 80°. d) is the calculated effective $B_1$ and received signal in front of the probe, for simplifying the illustration\cite{3}, only one half of the azimuthal angel is shown.
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A new proof and applications in NMR inversions of the Tikhonov method
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The nuclear magnetic resonance (NMR) relaxation time inversion is crucial. However, the inversion is ill-posed. So, the inversion is often found much less accurate and bear little resemblance to the true solution. The regularization methods are employed to overcome the ill-posedness, while Tikhonov is a classical and effective method among those regularization methods [1]. Given an operator equation $Kf = g$, where $f$ and $g$ are in Hilbert spaces $X$ and $Y$, respectively, and $K$ is a compact linear operator from $X$ to $Y$. The solution of the Tikhonov method satisfies the minimum optimization: $\min Kf - r + \alpha \|f\|^2$, where $\alpha > 0$ is a regularization parameter. Using the Euler formulas, the Tikhonov solution is $f = (K^*K + \alpha I)^{-1}Kg$, where $K^*$ is the conjugated operator of $K$ and $I$ is the identity operator.

First, we prove that Tikhonov method is well-posed, i.e.,

**Theorem 1:** for each $\alpha \in (0, +\infty)$, the inversion operator of $K^*K + \alpha I$ exists and is continuous.

**Proof:** Since $K^*K$ is compact, all the spectra of $K^*K$ except for 0 are eigenvalues [2] and all the eigenvalues of $K^*K$ are non-negative real numbers. Hence, for each $\alpha \in (0, +\infty)$, $-\alpha$ is a regular value of $K^*K$. This means $-\alpha K^*K$ has a continuous inversion, so does $K^*K + \alpha I$.

By Theorem 1, the solution is well defined and the Tikhonov method is well-posed. The existence and uniqueness of the Tikhonov solution account for the existence of the inversion of the operator $K^*K + \alpha I$. While the stableness thanks to the continuity of the inversion operator of $K^*K + \alpha I$.

Next, we show:

**Theorem 2:** the operator value function $m(\alpha) = (K^*K + \alpha I)^{-1}$ is differentiable on $(0, +\infty)$ with the variable $\alpha$.

**Proof:** It can be deduced that $m(\beta) - m(\alpha) = -(\beta - \alpha) m(\beta)m(\alpha)$ and $m(\alpha) = (I + (\beta - \alpha) m(\beta))^{-1} m(\beta)$. Since $I + (\beta - \alpha) (K^*K + \alpha I)^{-1}$ has a continuous inversion and $\| (I + (\beta - \alpha) (K^*K + \alpha I)^{-1})\| = 2$, when $\beta$ approximates $\alpha$ [1], $\| m(\beta) - m(\alpha) \| = \| (\beta - \alpha) m(\beta)m(\alpha) \| \leq 2 |\beta - \alpha| \| m(\alpha) \|^2$. This means $\lim_{\beta \to \alpha} m(\beta) - m(\alpha) = 0$, i.e., $m(\alpha)$ is continuous. $m(\alpha)$ is differentiable since $\lim_{\beta \to \alpha} \frac{m(\beta) - m(\alpha)}{\beta - \alpha} = \lim_{\beta \to \alpha} \frac{m(\beta)m(\alpha)}{\beta - \alpha} = m'(\alpha)$.

Based on Theorem 2, estimation, which is not so close to the optimal regularization parameter is sufficient to get a satisfactory solution. Thus it greatly decreases the calculation when one determines the regularization parameter.

Finally, two numerical simulations and a core analysis arising from NMR transverse relaxation time inversion are conducted to show the effectiveness of the Tikhonov method. Figure 1 shows the inversions with different signal-to-noise ratio (SNR). SIRT method is used to enforce the nonnegative constraint. It can be seen from the figure that the inversions coincide with the model well when SNR$\geq$5. Even when SNR=2, the shape of the inversion is the same as that of the model. And the peak of the inversion shifts to right and is thinner than that of the model. Figure 2 is the inversions with different regular parameter $\alpha$. To illustrate how the regular parameter affects the results, gradient projection method is employed to enforce the nonnegative constraint, though the results are worse than those using SIRT method. The figure shows that the inversions are almost similar, though $\alpha$ varies from 0.05 to 2. This agrees with our theory. The NMR shale core analysis is shown in Figure 3. The curve titled by Tikhonov is inverted by Tikhonov method while the curve titled by LNMR is inverted by LapNMR using SVD method. The figure shows that they are in good agreement.
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**Figure 1** Inversion results with different SNR  
**Figure 2** Inversion results with different $\alpha$  
**Figure 3** NMR core analysis

Statistics of the solutions of the first simulation are shown in Table 1.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Error of total porosities</th>
<th>Mean of residuals</th>
<th>Std of residuals</th>
<th>Max of residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.0358</td>
<td>0.0011</td>
<td>0.0111</td>
<td>0.0371</td>
</tr>
<tr>
<td>10</td>
<td>-0.0022</td>
<td>-0.0001</td>
<td>0.0152</td>
<td>0.0464</td>
</tr>
<tr>
<td>5</td>
<td>-0.0856</td>
<td>-0.0027</td>
<td>0.0199</td>
<td>0.0565</td>
</tr>
</tbody>
</table>
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Biocompatible silicon nanoparticles as MRI contrast agents for cancer diagnosis
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Scientists are paying special attention to the study of nanoparticles nowadays. Nanometer dimensions allow nanoparticles to penetrate into cells, allowing us to use them as agents for therapy and diagnosis. Promising for this purpose are silicon nanoparticles (SiNPs). It has been shown that they have low toxicity and dissolve in the biological environment, they transform into orthosilicic acid Si(OH)4, which is naturally excreted from the body with the urine (biodegradable) [1,2]. SiNPs were used as a basis for the development of new effective methods of cancer therapy. They can sensitize hyperthermia, i.e., local heating of a tumor tissues leading to an efficient destruction of cancer cells, under their irradiation by infrared radiation, ultrasound and radio-frequency waves [3,4]. The proposed methods of cancer treatment can be combined with simultaneous diagnostics. SiNPs can act as contrast agents (CA) for magnetic resonance imaging (MRI).

MRI is one of the most informative diagnostic methods to obtain detailed images of the studied areas. CA are often used to improve the quality of images. Currently, the most common CA based on gadolinium and iron oxide. They provide good contrast, but can be highly toxic [5].

Aqueous suspensions of PSiNPs were prepared and the study was devoted to measurements of proton relaxation time. Magnetization relaxation dependencies showed strong shortening of transversal relaxation time T2 in PSiNPs suspensions by comparison with DI water from 2700 to 240 ms, while longitudinal relaxation time T1 was changed moderately from 4000 to 2450 ms.

![Figure 1 Longitudinal and transversal magnetization of PSiNPs and water](image-url)

We assume that the shortening of relaxation times is based on magnetic dipole-dipole interaction between protons in water molecules and paramagnetic dangling bonds on the surface of nanoparticles. Experimental observation of such effects opens the way to the use SiNPs as safe CA for MRI.
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Diffusion quantifications in MR-mammography by threshold isocontouring
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Breast cancer is the leading disease in women and can be detected by various medical imaging methods, among which non-invasive magnetic resonance imaging (MRI) is of high sensitivity \([1]\). Diffusion weighted imaging (DWI) has been suggested as an adjunct diagnostic protocol in MR-mammography because of its high specificity and low cost \([2]\). It allows measuring the mobility of water molecules which can be quantified by the values of apparent diffusion coefficients (ADC) \([3]\). Other quantifications, such as perfusion factor \((f)\), diffusivity \((D)\) and kurtosis \((K)\) \([4,5]\), also describe different behaviours of water movements. However, breast tissue is a complex porous medium, leading to a heterogeneous structural compositions. Large variations of DWI quantifications on different tissue compositions and regions were reported \([6]\). Furthermore, the DWI results calculated from a defined region of interests (ROI) depends on its volume and according method used for processing. These emphasise the importance of a correct definition of ROI and a proper data processing method to discriminate breast tumour types more effectively and accurately.

Here we propose a threshold isocontouring strategy for reducing the variability caused by different observers. This retrospective subgroup analysis was performed within an ongoing study which was approved by an institutional and governmental ethical review board. Written informed consent was obtained. Twenty female participants with suspicious findings on screening X-ray mammograms and indication for biopsy were included. All patients were imaged on a 1.5T Siemens MRI scanner (Munich, Germany) prior to biopsy. DWI data was acquired with four different \(b\)-values 0, 100, 750, and 1500 \(s/mm^2\). Two ROIs were quantified by independent readers, and utilized to test their influences on the final ADC, \(f\), \(D\) and \(K\) values. Subsequently a threshold was imposed relative to the maximal signal intensity in the region of the DW image with \(b = 1500 \, s/mm^2\). Pixels with signal intensity larger than the threshold were selected and used for calculating the mean ADC, \(f\), \(D\) and \(K\) values. These calculations were implemented by fitting the data with the intravoxel incoherent motion (IVIM) and kurtosis models \([4,5]\).

![Figure 1](Image 1)

Figure 1 – (a) Dynamic contrast enhanced \(T_1\) weighted (upper) and DW \((b=1500 \, s/mm^2\), lower) images of a 50-year-old female patient with fibroadenoma; (b) Mean ADC, \(f\), \(D\) and \(K\) values of the lesion in (a) as a function of thresholds based on two ROIs (green and red) defined by independent readers.

The mean ADC, \(f\), \(D\) and \(K\) values of a 50-year-old female patient with fibroadenoma were compared with different thresholds (Figure 1). The mean ADC, \(f\), \(D\) and \(K\) values for two ROIs were diverse at the beginning, but converged at specific thresholds. These two ROI readings eventually returned the same value for each parameter when threshold arrived at 0.8, which is surprisingly similar to a threshold value used in positron emission tomography for obtaining the correct tumor boundaries \([7]\). After processing all available patients’ datasets and comparing them using the histopathological information from the biopsy as a reference, the statistical analysis showed that the mean ADC value was significantly different in malignant lesions than in benign lesions \((p<0.01)\) when the threshold was 0.85. More detailed results will be presented at the conference.

In conclusion, the threshold isocontouring strategy on the selected ROI can largely reduce the inter-observer variability, thus we suggest applying it prior to the quantitative evaluation and statistical analysis of DWI data. ADC was found to be the most promising quantification parameter in providing the highest specificity in this study.
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Monitoring the animals’ health status during vivisection by low-field NMR
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Cardiovascular diseases (CVDs) are the number one cause of death globally. In industrialized countries 25-30% of all people die because of CVD. Often the cure of CVDs requires surgery accompanied by the use of a cardiopulmonary bypass (CPB). Such surgeries are associated with the highest level of complications, including paraplegia (up to 32%), renal failure (16-26%) or mortality (13-42%) [1]. A small fraction of patients (0.3-3%) shows complications of the gastrointestinal tract, but the mortality rates for patients with these complications are high with 12-67% [2, 3]. An explanation for such a high risk of severe complications can be found in a suboptimal efficiency of cardiopulmonary bypasses, whose use in surgeries, leads to insufficient blood supply in different organs of the body and is called ischemia. If not cured immediately ischemia causes expiration of cells. A subsequent regain of blood flow due to the reconnection of the human heart to the vascular system results in a reperfusion injury. During ischemic periods poisons and inflammatory mediators accumulate in the tissue and spread across the whole body, inducing multi organ failure [4]. This study focuses on using the NMR-MOUSE® to monitor the health status of the small intestine during vivisection by determining the self-diffusion coefficients within the intestinal wall. Thus, the efficiency of newly developed and optimized CPBs may be determined and compared to currently operating ones.

Figure 1 – Averaged, normalized diffusion coefficient as a function of time for intestinal loops, whose afferent blood vessels were clamped for 60 minutes after determination of 10 baseline diffusion profiles.

The intracellular diffusion coefficient was measured with the Fourier-MOUSE [5] using the steady gradient stimulated echo sequence [6]. In the initial stage of this study six different experiments were conducted according to Table 1 to simulate differently efficient CPBs. The result of experiment 3 is shown in Figure 1. During the baseline determination period (blue) the diffusion coefficient does not change, while after closure of the afferent blood vessels (clamping) an ischemic period is initiated. In this period the tissue dies in an autolytic process, leading to a higher mean squared displacement of the intracellular water with time (gray).

Table 1. Experiments conducted during surgical operation with their corresponding number (no.) of measurements per intestinal loop and total experiment duration. Each experiment contained ten diffusion profiles prior to manipulations at the small intestine (baseline).

<table>
<thead>
<tr>
<th>no.</th>
<th>experiment (no. of measurements)</th>
<th>measurements (total)</th>
<th>duration [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>clamping (10)</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>clamping (20)</td>
<td>30</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>flow reduction (10)</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>4</td>
<td>glucose (10) &amp; clamping (10)</td>
<td>30</td>
<td>90</td>
</tr>
<tr>
<td>5</td>
<td>glucose (20) &amp; clamping (10)</td>
<td>40</td>
<td>120</td>
</tr>
<tr>
<td>6</td>
<td>glucose (10) &amp; flow reduction (10)</td>
<td>30</td>
<td>90</td>
</tr>
</tbody>
</table>
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Intra-aneurysmal flow and thrombosis

J. Flohr*, J. Viess*, J. Clauserb, G. Cattaneo*, M. Küppers*, B. Blümich*
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An often occurring disease pattern of blood vessels is an aneurysm, a spatially limited enlargement of an artery. With growing size of the aneurysm the danger of a rupture increases. In addition to this health threat blood clots can develop in the damaged blood vessel. These thrombi can wander through the bloodstream and lead to an embolism [1, 2]. To prevent the rupture of an aneurysm, a stent can be inserted into the vessel to cut the aneurysm from the bloodstream. A stent is usually a metallic lattice, which may trigger the formation of a blood clot in the lumen of the aneurysm [3].

For determining the relaxation times of thrombi with varying amounts of blood cells and plasma a 0.22 T tomograph was used [4]. The clotting of pig blood was induced by using tissue factors such as Innovin or Thrombin. The thrombi were grown in three different liquids: pure blood (PB), platelet poor plasma (PPP) and platelet rich plasma (PRP). Pure blood reveals the shortest $T_1$ and $T_2$ times, compared to platelet poor and rich plasma. Furthermore, mixtures of pure blood and platelet poor plasma were prepared. A higher amount of platelets leads to a denser sample with a lower iron content and increasing relaxation times [5, 6]. The highest $T_1$ and $T_2$ times are obtained from the sample with the highest amount of Innovin, so that more platelets are activated for the clotting mechanism (Fig. 1).

![Figure 1](image1.png)

Figure 1 – $T_1$ and $T_2$ relaxation times of PB mixed with constantly increasing amount of PPP (black). In order to induce the clotting, Innovin was added to the samples (red). The highest relaxation times were obtained by adding an increasing amount of Innovin to PRP (blue).

In addition to the relaxation time experiments of thrombi, flow patterns in a silicon phantom of a saccular aneurysm were examined by applying the FLIESSEN [7] pulse sequence in high and low magnetic fields. First measurements were conducted both with water (Fig. 2) and blood as a medium and flow rates ranging from 50 mL/h to 1300 mL/h.

![Figure 2](image2.png)

Figure 2 – Magnitude maps of a saccular aneurysm phantom at 500 mL/h (left) and 700 mL/h (right), measured with the low-field tomograph at 0.22 T. The velocity direction is represented by streamlines and arrows. At 700 mL/h a vortex forms in the head of the aneurysm.
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Fast Field Cycling NMR as a method to study protein dynamics and aggregation of therapeutic proteins

1G. Ferrante,1R. Steele,1M. Pasin,1C. Luchinat,2M. Fragai,2E. Ravera,2G. Parigi
1Stelar Srl, Via E. Fermi 4, Mede (PV), Italy.
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Fast Field Cycling NMR relaxometry (FFCR) is a low-field technique which measures the longitudinal (spin-lattice) relaxation rate dependence of the magnetic field strength (NMRD) over a wide range of magnetic fields (from a few kHz upwards), giving important information on the range of molecular motions, such as rotation and diffusion, including slow motions, present in a substance or complex mixture. Herein we will show how FFCR can be used to obtain important information on proteins.

1H NMRD profiles can detect motions occurring on time scales from $10^{-6}$ to $10^{-9}$ s, thus allowing the detection of reorientation times of proteins from a few kDa up to MDa. The accessibility of these correlation times can be very useful for monitoring protein aggregation, protein folding, and optimizing protein solution conditions affecting protein tumbling [1,2]. The 1H NMRD profiles show stretched dispersions with respect to the Lorentzian function, possibly due to the combination of fast internal mobility, proton lifetimes shorter than the reorientation time, and aggregation effects. The profiles can be reproduced by a sum of a finite number of Lorentzians, as customarily done in model-free approaches [3]. The largest correlation time obtained in the analysis can provide information of the overall reorientation time of the system, and thus on the presence of aggregation.

The aggregation of therapeutic proteins is an important problem in the bio-pharmaceutical industry. Protein product aggregates are potent inducers of immune responses to therapeutic protein products, thus manufacturers of therapeutic protein products should ensure that their products contain minimal product aggregates. There is a real need for new and improved analytical methods for defining protein aggregates [4,5]. FFCR shows considerable promise for routine assessments of therapeutic protein aggregation. NMRD can be used to characterize very large aggregates because of the very low frequencies achieved and does not suffer from aggregate fractionation or separation as the system is measured [6].

![Figure 1](image_url)

Figure 1 - 1H NMRD profiles of a therapeutic protein in non-aggregated and artificially aggregated states.
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Developing fingerprinting systems to identify fake paintings and assign ancient wall paintings through NMR relaxation studies
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Non-destructive analysis of arbitrarily sized samples with the NMR-MOUSE [1, 2], a unilateral stray-field NMR sensor, has proven to be a valuable procedure in many branches of cultural heritage as insights into the stratigraphy of intact objects can be gained while information about material properties such as molecular mobility is provided at the same time. As the MOUSE selectively detects signal only from a slice a few millimeters away from the surface, depth profiles are acquired by mounting the device on a stepper-motor controlled sled.

Sub-surface layers of mock-ups and forged paintings (Fig. 1, left) were analyzed in situ with unilateral NMR relaxometry. Ongoing work concerns structural changes within the paint layers which are invoked by different methods of cleaning and restoration. Furthermore, a correlation map of $T_1$ and $T_2$ relaxation times similar to [3] is presented that can serve as a fingerprinting chart for paints employed by a painter or art forger.

Wall paintings from the remains of ancient villas in Herculaneum [4] are known to exhibit layered structures of mortar underneath the painted surface (Fig. 1, right) [5]. Due to the high degree of perfection obtained by the master craftsmen it was possible to observe striking similarities in NMR depth profiles of fragments that belong to a room of the same house. The characteristic profiles are independent of the color and pattern of individual pieces and allow identification even when visual assignment fails. Characteristic profiles enable differentiations of different rooms and houses and correlate with the use of the room and the status of the owners. A high number of subsequent mortar layers signal a high quality of the wall painting while a simple structure indicates low quality. Studies on houses that were still in the process of being repaired after the 62 AD earthquake when they were engulfed by the lava of the 79 AD eruption of Vesuvius led us to believe that separation of fragments from before and after the Vesuvius earthquake of 62 is possible just from the structure of the fragments.
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Noninvasive examination of an ancient tear bottle
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Tear bottles (lachrymatory, ungumentarium) are ancient relics used in many cultures, e.g. in ancient Greece, Egypt and Rome [1,2]. As their name suggests, they are suspected to be vessels where mourners dropped their tears in, although this is subject to discussion [3]. Since these bottles are fragile, most of the excavated bottles are broken. Therefore intact bottles are rare and need to be treated with special care since their content can help understand their use in history.

In this study, we measured an intact tear bottle from the collection of Iva Bohm (Figure 1) utilizing nuclear magnetic resonance (NMR), which is well-suited for the analysis due to its noninvasive nature and the ability to access information about the composition of the liquid enclosed in the bottle by spectroscopy. To investigate the wall structure, micro-CT was employed.

The pear-shaped tear-bottle is 57.8 mm tall with a weight of 84.85 g (Figure 1). A micro-CT measurement (resolution: 0.14 × 0.14 × 0.14 mm³) reveals a very thin vessel wall at the top of the bottle (Figure 2). By analysis of a three-dimensional spin density image measured with turbo spin echo [4] (resolution: 0.5 × 0.5 × 0.5 mm³) the volume of the liquid inside of the tear-bottle can be estimated to 21.8 mL (Figure 2). Spectra from three regions of interest (size: 5 × 5 × 5 mm³) were measured with Point RESolved Spectroscopy (PRESS) [5] utilizing water suppression. These spectra suggest substances other than water to be present.

References

Cyclic hygro-expansion of oak studied by NMR
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Examples of wood products exposed to cyclically fluctuating relative humidity are abundant: furniture, parquet floors, structural elements, or art objects. The moisture content in such conditions changes continuously, which in wood is associated with expansion and shrinkage. This can lead to undesired effects, e.g. when the shape of an object changes, or in case of cracking due to exceeding of the strength of the material by the associated stresses. It is therefore important to study the influence of moisture on the expansion of wood. Several methods exist to assess this relationship, e.g. gravimetrical moisture content measurement in combination with a micro-meter \cite{chomcharn1983}, X-ray computed tomography \cite{derome2012}, or NMR combined with a Bragg grating sensor \cite{senni2010}. NMR has the advantage that the spatial moisture content can be determined non-destructively and additional information on the system can be obtained in terms of relaxation times.

To study the relation between moisture sorption and expansion of oak, a combination of NMR and an optical fiber displacement sensor is used. Experiments are performed on cylindrical samples contained in a sample holder inside a 0.78 T magnet. The relative humidity in the sample holder is varied sinusoidally with a humidifier, which intermixes a dry and humid air flow to provide a constant air flow with continuously changing relative humidity. The hydrogen signal of the sample is captured by NMR using a CPMG echo train sequence, which not only provides the moisture content, but also the $T_2$ distribution over time. Meanwhile, the optical sensor measures the distance to a reflective surface on top of the sample. With the simultaneous measurement of moisture content, $T_2$, and expansion, these parameters can be correlated to each other.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{a) Integrated signal, expansion, and weighted average of $T_2$ during sinusoidal relative humidity fluctuations between 10\% and 90\% with a period of 17 hours, b) the relation between $T_2$ and expansion of the sample during the same experiment.}
\end{figure}

Figure 1a shows the evolution over time of the integrated signal, the expansion, and the weighted average of the $T_2$ distribution during an experiment with a sinusoidally varying relative humidity. All three parameters are seen to vary sinusoidally as well. In Figure 1b, the expansion of the sample is plotted against $T_2$. A hysteresis loop is observed, which assumes the form of a sorption curve. More than one expansion state thus exists for a certain $T_2$ value. In this study, the combination of NMR with an optical fiber displacement sensor enables the simultaneous evaluation of moisture content, $T_2$, and expansion. It is demonstrated that this provides supplementary information about the processes involved in hygroscopic expansion of oak.

References

\begin{thebibliography}{9}
\end{thebibliography}
Spatially resolved NMR:
MRI and single-sided profiles on samples treated with environmentally safe fluorinated compounds to preserve Cultural Heritage porous media

V. Bortolotti, L. Brizi, M. Camaiti, P. Fantazzini
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In previous papers [1], it has been shown how MRI allows one to evaluate and compare the performance of products and treatments used to reduce water uptake by porous materials exposed to rain, moisture and air pollutants. Those products were commercial ones, made for different uses than Cultural Heritage items protection. In the middle of the '80s, the group of CNR in Florence started to synthesize mono-bi- and tetra-functionalized perfluoropolyetheric compounds for the specific use in the protection of stone, with the following properties: (i) stable to chemical agents, heating and UV irradiation; (ii) high water-repellency; (iii) ability to perform treatments in such a way that the natural permeability of stone to air and water vapor is not significantly reduced; (iii) chemically inert with the stone substrate, and therefore completely reversible. Unfortunately, the best products synthesized were soluble in Chlorofluorocarbons (CFCs) [1]. Because CFCs contribute to ozone depletion in the upper atmosphere, the use of these perfluoropolyetheric compounds as protective agents for historical stone artifacts has been abandoned since 1995.

For this reason, new products containing a perfluoropolyetheric block have been synthesized, soluble in alcohols and hydro-alcoholic solvents, but not soluble in water or Chlorofluorocarbons [2]. Their hydrophobic and penetration properties have been investigated by quantitative MRI images and by single-sided NMR profiles on biocalcarenite samples at increasing times during capillary water absorption.

Sample treated with the new compound applied in solution after water uptake from the untreated face. Comparison MRI and MOUSE Profile. (A) MRI of an internal slice by Artoscan tomograph (Esaoe S.p.a., Genova, Italy). (B) MRI - 3D reconstruction of the sample. (C) Proton density profile by NMR single-sided MOUSE PM25 (Magritek, Aachen, Germany). (D) Profile reconstruction from MRI by ARTS, a homemade software to quantitatively process MRI image.

The images showed the different protection efficiency of products and treatments. The qualitative images of internal sections of the samples were compared with the profiles obtained by the quantitative analysis of the images themselves and by the profiles by the single-sided device. A very good agreement was obtained among these three different measurement methods. The same features of the treated samples were visible also in the 3D rendering of the same samples, showing different performance of the treatments. For example, in the case of the sample treated with the new product after water uptake from the untreated face, the low amount of water at the upper face was justified with the high propensity of the product to penetrate inside the porous medium, with an accumulation of the product at the face opposite to the treated one, due to the limited thickness of the specimen (2 cm). The results demonstrate the better performance, as compared with the commercial one, of the new environmentally safe fluorinated compounds, able to preserve the integrity of stones.

Acknowledgments: the authors wish to thank Bernhard Blümich and Sabina Haber-Pohlmeier for the use of MOUSE PM25.
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Changes of Water Status in Relation to Strawberry Fruit Development and Ripening
Jizheng Li\textsuperscript{1,2}, Wensuo Jia\textsuperscript{1}, Lizhi Xiao\textsuperscript{2}
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Water status is one of the most important factors controlling cell division and expansion, thereby controlling plant organ morphogenesis. But limited information about water relationship during fruit growth and development is available. Here, we report the changed profile of the water status, as analyzed by low field nuclear magnetic resonance (NMR)\textsuperscript{[1-3]}, in relation to strawberry (\textit{Fragaria ananassa} and \textit{Fragaria vesca}) fruit development and ripening. Both water potential and osmotic potential decreased during fruit development and ripening, and dramatic decreases were observed at the start of veraison, while fruit firmness started to drop dramatically at the middle green stage, suggesting that the changes of water status was more closely correlated with fruit ripening. NMR analysis indicated that fruit water tended to change from bound to free status during receptacle along with the fruit development, and in contrast, it tended to change from free to bound status in seeds. The changed profile of the water status is consistent with anatomic observations on fruit structure\textsuperscript{[4]}. The results above have provided valuable information on further probe into the deep mechanisms for the regulation of strawberry fruit development and ripening.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{$T_2$ spectra of moisture modility of octoploid and diploid strawberry fruit with five stages (A) diploid strawberry fruit with five stages (B) octoploid strawberry fruit with five stages}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{$T_2$ spectra of moisture modility of octoploid and diploid strawberry seeds with five stages (A) diploid strawberry seeds with five stages (B) octoploid strawberry seeds with five stages}
\end{figure}
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Imaging of $^{23}$Na accumulation in the soil-root region due to root water uptake
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Root water uptake may lead to salt accumulation at the root-soil interface, resulting in rhizosphere salt concentrations much higher than in the bulk soil. This salt accumulation is caused by soluble salt transport towards the roots by mass flow through the soil, followed by preferential absorption of specific nutrients by active uptake, thereby excluding most other salts at the root-soil interface or in the root apoplast. The salinity build-up can lead to large osmotic pressure gradients across the roots, thus effectively reducing root water uptake and crop production. The increased salinity also leads to a deterioration of soil quality and, eventually, to the loss of productive crop land. Therefore, an understanding and a description of the processes taking place are required, in terms of parametrizing soil physical models. To start with, reliable measurements of the salt accumulation in the soil and the roots are needed. Therefore, we present $^{23}$Na-MRI for the visualization of NaCl distribution in the soil-root region, complementary with $^1$H-MRI for high resolution imaging of the root system and the water content development for providing synergistic information about the underlying water flow and solute transport processes.

While common in medical research, $^{23}$Na-MRI is not very well developed for unsaturated porous media such as soils. The $^{23}$Na NMR signal is much weaker than the most common $^1$H signal due to the lower gyromagnetic ratio and the much lower abundance. This results in a lower resolution and requires longer measuring times, which is facilitated by the relatively short $T_1$ in the range of about 50 ms.

In this pilot study, we used a fast spin echo method with $T_E = 5$ms, 16 echoes and a matrix size of 32 x 32 x 32, yielding an FOV of 32 x 32 x 64 mm. For the calibration phantom, we showed that the MRI voxel intensity was proportional to the $^{23}$Na concentration down to a concentration of 0.05 mol/L (Fig. 1a). This allowed us to apply this procedure to the accumulation of $^{23}$Na in the root systems of tomatoes, which were irrigated in three-day intervals with a 0.06-M NaCl solution. After 10 days, we found considerable salt accumulation in the root region, which could be used in the second step to calculate profiles. New perspectives could be obtained by co-registering these data with the $^1$H$_2$O-MRI of the root system architecture and soil water content.

**Figure 1** $^{23}$Na imaging in natural sand by 3D fast spin echo. Left: voxel intensity at different concentrations. Right: Na accumulation (grey) in the root systems of tomato (brown isosurface) after 10 days irrigation with 0.06 M of NaCl.
Applications of 2D NMR to Soils with Slim-line Logging Tool
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Soil moisture transport is a key factor to study soil hydrology, plan and optimize crops, and model soil-vegetation-atmosphere processes. Nuclear magnetic resonance (NMR) can quantitatively detect water protons, and thus it is a direct method to measure soil moisture and pore size. Two-dimensional NMR has proven to be an important analytical tool to study porous medium in recently years. After four years developed, the signal-noise-ratio (SNR) of slim-line logging (SLL) tool was increased greatly [1], so it can now be used to measure water moisture in original soil formations in the field, and 2D NMR experiments also could be carried out to study water transport in soil at different saturations in lab.

In laboratory studies, $T_2$-$D$ and $T_2$-$T_2$ experiments were carried out to study water transport during draining scenarios and the water transport between different-size pores. The soil to be studied is filled into a dual-column composed of an external and an internal tube of 20 cm and 7 cm diameter, respectively. The soil contains 95% sand with average grain size of 100 µm and 5% clay. The $T_2$-$D$ experiments were measured in soils whose water contents were 34%, 29%, 14% and 7%. The results show that the water diffusion coefficient in the smaller pores decreases significantly with decreasing water content. The $T_2$-$T_2$ experiments were executed in saturated soil and clear exchange peaks could be observed from the $T_2$-$T_2$ correlation maps. The intensities of the exchange peaks vary with the mixing time. This time-dependence served to estimate the exchange rate of water between different pores [2].
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Magnetic Resonance Probes as a Tool to Monitor Long Term Clogging In Constructed Wetlands
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Constructed wetlands are an environmentally friendly means of wastewater treatment, which are increasingly used for treatment from source to discharge. They comprise gravel matrices in which plants are grown. They operate in all treatment domains, filtering particulates in the gravel pore space, breaking down pollutants through biological processes and removing heavy metals through the plants. Over time this process decreases in efficiency as the gravel becomes increasingly clogged. The growth of biofilms occlude the pores in the gravel leading to bypass flow of the wastewater and ultimately dysfunctional treatment. These processes can be mediated with the addition of aeration alternative feeding regimes although the efficiency of these is poor if the extent of the clogging can’t be measured. Traditional methods require human intervention and are therefore not cost effective. In this work, we present a novel method of monitoring the clog state of constructed wetlands using embeddable magnetic resonance. Inverse Laplace transform of the $T_1$ decay reveals three distinct components which we have shown, through model experiments, to represent water associated with biofilms, water associated with particulate material and free water.

Knowledge of the ratio of these parameters allows the form of the clogging, as well as the extent of the clogging, to be determined which is key to efficient treatment. We go on to validate this technique in a laboratory scale experiment in which a column of gravel undergoes accelerated clogging. The particulate peak increases first as filtration increases with a relative decrease in the free water. Over longer periods, the peak representing the biofilm emerges and grows, with another relative decrease in the free water peak. This represents a major advance in online monitoring of constructed wetlands for the industrial community and will be used as a control element in fully automated wastewater processing modules.
The emerging use of MRI to study River Bed dynamics
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Introduction. The characterization of surface and sub-surface sedimentology has long been of interest to gravel-bed river researchers. The determination of surface structure is important as it exerts control over bed roughness, near-bed hydraulics and particle entrainment for transport. Similarly, interpretation of the sub-surface structure and flow is critical in the analysis of bed permeability, the fate of pollutants and maintaining healthy hyporheic ecology.

Laboratory experiments of river bed dynamics are conducted using artificial river channels called “flumes”. By covering the flume bed with a layer of sediment (e.g. sand or gravel), the effects of water flow on bed “form” can be analysed (see figure 1). Traditionally, extracted core samples, photogrammetry and laser displacement have been used to investigate evolution of bed surface composition and particle arrangement. Increasingly this is coupled with data on the above-bed flow field, via e.g. Acoustic Doppler Velocimetry (ADV) or Particle Image Velocimetry (PIV). However, to truly understand sediment structure inherently requires description of both the surface and sub-surface (and their interaction), hence we demonstrate MRI methods able to advance this science [1-4].

Fine-sediment infiltration into gravel beds using traditional flumes (ex-situ MRI). Using large re-circulating hydraulic flumes (15m long x 0.45m deep x 0.3 - 1.8m width; Figures 2A), a coarse gravel bed was laid of rose-quartz lithology 17 mm grain diameter. Rose-quartz was used due to low heavy metal content, reducing image distortion in the MRI. The channel was inclined to 1/200 gradient with water flowing at 7.7 litres/s; the coarse gravel framework is therefore immobile. Experiments were then conducted by feeding fine gravels (2.4mm diameter) and sands (0.5mm diameter) into the flow for a fixed time period. The flow naturally redistributed the fine sediment fraction, which was mobile under the set flow. At the end of each experiment, sections were frozen with liquid nitrogen and cut for MRI imaging.

Figures 1 show surface photographs of the initial coarse gravel bed (1A) and the gravel bed after deposition of the fine sediment from the flowing water (1B). Figure 1C and 1D shows a cross-section of a 3D MRI dataset, showing different infiltration behaviour. Sands resulted in deeper infiltration affecting all pore spaces (1C), whereas the fine gravel resulted in infiltration of only upper few layers of the bed (1D).

MRI compatible flume (in-situ MRI). In order to image the sub-surface flows and the infiltration process in-situ, we constructed a miniature flume for serial MRI experiments. The flume had a rectangular cross-section 3m long x 6.2cm deep x 9.3cm width, Figures 2 B,C,D. The flume was constructed in three sections, this allowed it to be dismantled and re-built outside the MRI for Particle Image Velocimetry (PIV) experiments of flow hydraulics over the imaged bed, see Figure 2D.

Conclusion. We have demonstrated that MRI can be used for structural analysis of sediments, both ex-situ and in-situ within experimental flumes. The MRI compatible flume allows for serial 3-D high-resolution imaging of the infiltration process and for visualisation of sub-surface flows. In addition, following serial MRI the flume can removed from the MRI scanning and rebuilt, thus allowing for coupling with 'traditional’ Particle Imaging Velocimetry and laser surface scanning of the same bed .
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Quo vadis Surface-NMR – adiabatic pulses?
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Surface-NMR uses large coils of several 10 to 100m and the weak but homogeneous Earth magnetic field to estimate the water content and $T_2^*$ relaxation time distribution down to a depth of >100m into the subsurface. However, the application of surface-NMR is often limited by its low signal to noise ratio (SNR). Up till recently [1], the main strategy to improve SNR was to reduce the electromagnetic noise level, e.g. stacking, filtering or using reference sensors. We target the other part of this fraction and evaluate if adiabatic excitation pulses (adiabatic half passages [2]) can increase the signal amplitudes of the measured free induction decays (FID).

In contrast to the commonly applied on-resonant excitation at the Larmor frequency (approx. 2kHz), adiabatic excitation pulses use matched frequency and amplitude sweeps. During a surface-NMR experiment, the excitation pulses propagate freely in the subsurface. This leads to a wide range of magnetic field strengths within the huge excited volume (up to $1e6m^3$), flip angles >180° and therefore a cancellation of NMR-signals originating from different volumes but with opposite phases. The use of adiabatic excitation pulses leads to more homogeneous excitation patterns in the excited volume and therefore a higher measured signal amplitude (Fig. 1). Improving SNR hence increases the range of application for surface-NMR, i.e. to areas with man-made electromagnetic noise sources, or can significantly speed up the measuring progress by reducing the number of stacks. The presented results include modelling of the spin dynamic of adiabatic pulses, an evaluation of pulse parameters and hence calculated sensitivity kernel functions for surface-NMR soundings.
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Non-Invasive Magnetic Resonance Imaging of Nanoparticle Migration and Water Velocity Inside Sandstone.

Matsyendra Nath Shukla\textsuperscript{a}, Antoine Vallatos\textsuperscript{a}, Mick Riley\textsuperscript{c}, John Tellam\textsuperscript{c}, Vernon Phoenix\textsuperscript{b} and William Holmes\textsuperscript{a}

\textsuperscript{a}Glasgow Experimental MRI Centre, University of Glasgow, UK;  \textsuperscript{b} Dept. of Earth Sciences, University of Glasgow, UK; \textsuperscript{c} Dept. of Hydrology, University of Birmingham, UK.

Introduction:  Manufactured nanoparticles (NPs) are already utilized in a diverse array of applications, including cosmetics, optics, medical technology, textiles and catalysts. Problematically, once in the natural environment, NPs can have a wide range of toxic effects. To protect groundwater from detrimental NPs we must be able to predict nanoparticle movement within the aquifer. The often complex transport behavior of nanoparticles ensures the development of NP transport models is not a simple task. To enhance our understanding of NP transport processes, we utilize novel magnetic resonance imaging (MRI) which enables us to look inside the rock and image the movement of nanoparticles within. For this, we use nanoparticles that are paramagnetic, making them visible to the MRI and enabling us to collect spatially resolved data from which we can develop more robust transport models.

Methods:  An epoxy encapsulated Bentheimer sandstone sample was used to make all measurements. The porosity of 0.17 was determined from the weight of the column before and after saturation of water. The MR imaging experiments were carried out on a 7T Bruker Avance Biospec system. The rf resonator used for all experiments has an inner diameter 72 mm. A series of T2-weighted images were recorded for the transport of Carboxyl NP in sandstone with a time interval of 8 min. In addition, a combination of an Alternating-Pulsed-Gradient Stimulated-Echo (APGSTE) sequence with RARE imaging was used to obtain 3D velocity map. The 3D Images at two different flow rate 1 and 2 ml/min were acquired with a repetition time TR of 5000 ms and measuring time of 16 hours and 32s. The resulting images have a matrix of 60×45×45, a field of view (FOV) of 60×45×45 mm\textsuperscript{3}, giving a pixel size of 1 mm\textsuperscript{3}.

Results:  Fig1: shows the 3D velocity map with flow rate at 1 and 2 ml/min. The average velocity with flow rate 1 and 2 ml/min of 0.094 ± 0.0384 mm/s and 0.188 ± 0.0747 mm/s were calculated from the MRI data. Fig2: shows calibrated image of Molday ION (Carboxyl Terminated) Nanoparticle (0.7 mM) Concentration with 24 minutes interval at flow rate 0.2 ml/min.

Conclusion:  This work demonstrates we are able to spatially resolve porosity, water velocity and nanoparticle movement, inside rock, using a single technique (MRI). Such quantitative data provides us with a unique and powerful dataset from which we are now developing new models of nanoparticle transport.
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Mobile NMR-Lab for field phenotyping of oilseed rape leaves

Maja Mussea,c, François Mariettea,c, William Debrandtb,c, Clément Sorinb,c, Cambert Mireillea,c, Alain Bouchereaub,c, Laurent Leportbc
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Low field NMR has been used in several studies for investigation of leaf water status [1-2]. An original interpretation of the multi-exponential transverse relaxation signal of leaf tissue taking into account subcellular compartmentation and heterogeneities at the tissue level has been recently proposed for the oilseed rape leaves [3]. Applied on a wide leaf panel collected from plant grown in controlled conditions, the NMR relaxometry was shown to be able to detect slight variations in senescence associated with structural modifications of leaf tissues. The aims of the present study was to demonstrate the potentiality of NMR to provide robust indicators of the leaf development stage for plant grown directly in field and to illustrate its potential for in situ measurements with a mobile-NMR lab.

Field measurements were performed by a mobile NMR lab specially set up for this purpose. A 20 MHz spectrometer (Minispec PC-120, Bruker, Karlsruhe, Germany) equipped with a temperature control device connected to an optical fiber (Neoptix Inc, Canada) allowing for ±0.1°C temperature regulation was placed inside a van. The electrical power for the experimental devices was provided by a battery. Such equipped van was positioned in the field close to the oilseed rape plants under investigation. Eight discs of 8 mm in diameter were cut from each leaf of the plant studied without derooting the plant. Discs were then placed in NMR tubes which were closed with a cap to avoid water loss during measurements. The temperature of the samples inside NMR probe was set at 18°C. Transverse relaxation was measured using the CPMG sequence with the 90°-180° pulse spacing of 0.1ms. Plants were investigated at different stages of their development cycle (spring regrowth, stem elongation, flowering and seed filling). For each condition, measurements were performed in four replicates.

The pattern of evolution of the transverse relaxation spectra revealing leaf structure changes during senescence observed was very similar to the one that was measured previously under controlled conditions [2-4]. This demonstrated that, despite the great variability of the environmental factors (large temperature and humidity variations, light exposure, etc), the NMR method can provide robust indicators of leaf development stage for plants grown in a field. Furthermore, the results obtained on plants at different development stages showed that the NMR method was also able to discriminate vegetative sequential senescence occurring at regrowth and stem elongation stages from monocarpic senescence occurring during seed filling at the final stage of the plant cycle.

The results of the present study represent an important step toward further field applications of the method for the selection of genotypes with high tolerance to water or Nitrogen depletion.
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Soil moisture mapping in the field with a slim-line logging tool

X. Cai*, B. Guo*, M. Küppers*, B. Blümich*
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Investigating water transport in soil plays an important role in improving water infiltration in agriculture and climatology. Nuclear magnetic resonance (NMR) has already become a powerful method in studying the dynamics of fluids in porous media and near-surface geological formation in the last decade due to the rapid improvement of instrumentation [1, 2]. In this study, an improved slim-line logging NMR tool with a cylindrical dumbbell-like permanent magnets was applied to monitor soil moisture content and water transport in the Selhausen field test site of the TR32 collaborative research center. The slim-line logging tool with a four-turn radio-frequency coil surrounding the magnets has a permanent magnetic field strength 3.29 MHz in the measurement region. The lateral view and the size of the dumbbell-like magnet was presented in Fig. 1a. The sensitive volume was at a distance of 2 cm away from the sensor surface. A total of 37 vertical pipes with 1 m depth was installed in the Selhausen field which was already divided into three different soil type regions characterized as silty, sandy and gravelly. Depth dependent 1D profiles were measured with an increment 10 cm for each hole to construct a 3D soil moisture map.

Figure 1 a) The slim-line logging sensor. b) Landscape of the Selhausen site with the positions of 37 tubes indicated by red dots.

Transectonal views of the soil moisture map are illustrated in Fig. 2a. The maximum and minimum water contents are 32.8 % and 8.9 %, respectively. It was quite clear that the soil moisture content increased gradually along the soil layer depth, which contains higher water content in deeper layers. Moreover, the soil water content decreased gently towards the East, where the soil type changes from loamy, silty to sandy and then to gravelly. This soil moisture map clearly presents the water content distribution across the whole Selhausen field and indicates that the slim-line logging tool can reliably and easily be applied in the field to obtain the moisture distribution across the field. Two 1D soil moisture profiles are presented in Fig. 2b, c calculated from the data of three tubes in rows 1 and 2 along the East direction. It is obvious that the soil water content drops sharply along towards the East due to the soil type changing from silty to gravelly. These profiles also indicate that the water content increases from the surface to deeper soil layers in agreement with the corresponding soil moisture content map. This field experiment demonstrates that the NMR logging tool has promising potential to evaluate and manage ground water sources. We gratefully acknowledge the supporting by DFG as part of the TR32 project.

Figure 2 a) Transectonal view of the soil moisture content. b) 1D soil moisture content profiles of three tubes from row 1 indicated by the red line. c) 1D soil moisture content profiles from row 2.
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Effect of water entrapment by a hydrogel on the structural stability of artificial soils

C. Buchmann\textsuperscript{a}, G. E. Schaumann\textsuperscript{a}
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Soil organic matter (SOM) or synthetic polymers can form a three-dimensional hydrogel network with the ability to modify soil physico-chemical properties [1, 2]. Besides potential effects of the hydrogel network on soil hydrology (e.g. increased water holding capacity), an improved soil structural stability can be observed [3, 4]. To date, the underlying mechanisms of hydrogel-induced structural stabilization of soils are not yet fully understood. In this context, soil texture and the way and degree of water entrapment are expected to contribute to the stabilization potential of hydrogel structures. Hence, the objective of this study was to understand the impact of hydrogel swelling on soil structural stability. For this, artificial soils were prepared with a varying clay:sand ratio and then treated with highly swellable polyacrylic acid (PAA) at different concentrations. One- and two-dimensional \textsuperscript{1}H proton nuclear magnetic resonance relaxometry (\textsuperscript{1}H-NMR relaxometry) measurements were performed in order to assess the water distribution by transverse relaxation times \(T_2\) and to characterize the degree of water entrapment in terms of rotational mobility (\(T_1/T_2\)) and self-diffusion coefficients (\(D/D_0\)) in the artificial soils. The information obtained from \textsuperscript{1}H-NMR relaxometry was combined with the rheological characteristics of each artificial soil sample. Contrary to the untreated artificial soil, the polymer-treated artificial soil revealed significantly higher deformation at the yield point (\(\tau_{\text{YP}}\)) with direct dependence on the swelling of PAA and the degree of water entrapment in the artificial soil matrix. The relationships suggest that, on the one hand, soil structural stabilization is promoted by higher degree of water entrapment as function of hydrogel swelling and mineral composition. On the other hand, clay-polymer interactions such as ab-/ adsorption as well as bridging processes further contributed to the stabilization of the soil structure.

All in all, determining the degree of water entrapment by one- and two-dimensional \textsuperscript{1}H-NMR relaxometry together with soil rheological measurements seems a promising approach to enlighten the stabilization potential of hydrogel structures in soil.
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Hardware and Software for Embedded Compact
Broadband Low Field NMR spectrometers (ECBLFNMR).

Alain Louis-Joseph, Alexis Nauton, Denis Coupvent-Desgravier, Jean-Pierre Korb
Physique de la Matière Condensée, CNRS UMR7643, Ecole Polytechnique, Université Paris-Saclay, 91128 Palaiseau, France.

Numerous compact NMR spectrometers have been designed for an easy measure of proton NMR spectra. High sensitivity and resolution can be reached even with low field spectrometers (LFNMR) (i.e. 60MHz), thanks to great improvements in electronic hardware, which opens up a wide field of analytical quantification and relaxation applications. One specificity of Low field NMR spectrometer is the use of a permanent and cryogen free magnet technology, avoiding the need for weekly and expensive cryogenic services.

Here we present and describe a low field NMR spectrometer fabricated in our laboratory. This spectrometer (ECBLFNMR) operates at frequencies ranging from kilohertz to MHz, with a standard sample diameter (5-10 mm). All the embedded hardware is very compact and requires only a 24V DC power supply, so this spectrometer is portable, easy to install and has a small footprint. This ECBLFNMR is dedicated to education and quantification, and enables low-field NMR research. It may be coupled with scientific experiments not requiring high magnetic fields, for example when nuclear spins are dynamically polarized by coupling with other nuclei or with spin-polarized electrons.

A basic block diagram of the complete NMR spectrometer is displayed in Figure 1, including all the embedded electronic hardware and software either for the transmission or the receiver channel. It includes a powerful Field Programmable Gate Area (FPGA) for the pulse programmer sequencer [1] and recent ARM microprocessor devices for the general spectrometer control. A Direct Digital Signal processor is used for frequency synthesis. A radio frequency low noise preamplifier and quadrature demodulation design are implemented to get an improved sensitivity. The ECBLFNMR is connected to a PC via only one USB port for the control and processing of experiments. Users can either design their own pulse programming NMR sequences or load/customize ones. A general purpose software interface has been developed and is easy to use, allowing access by different IDE (Interface Development Environment) for processing and development (Matlab, Quartus, ModelSim, Mbed, MestReNova, Eclispe,…).
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Visualizing the 1-D fluid distribution using FT-NMR in fibrous porous media over time
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In this study the NMR-MOUSE was used to excite a slice inside a filter paper with a thickness of 200 μm and acquire the signal amplitude using a CPMG sequence. The CPMG echo train was Fourier Transformed along the echo acquisition time to obtain signal intensity over time and position. $T_2$ contrast was used to visualize the 1D liquid distribution with a resolution of 50 ms and 20 μm over the thickness of the filter paper. Ongoing efforts aim at reducing the gradient strength of the magnetic field generated by single-sided sensors to increase the thickness of the excited sensitive volume without compromising the depth resolution of the sensor [1,2]. However, as the total thickness of the layer of interest in the present study is around 200 μm, the commercially available NMR-MOUSE PM2 with the static gradient of 35 T/m can be used.

In order to address the inhomogeneous magnetic field in z direction a mathematical post processing approach has been established. It uses the signal intensity of fully saturated filter paper as a mask function to normalize the signal amplitude of the filter paper during the fluid injection with a constant flow rate (80 μL/min). Figure 1 shows the signal intensity proportional to the liquid amount over time inside the thin fibrous porous material (filter paper).

![Figure 1 – Fluid distribution as a function of time and position inside a thin fibrous porous medium (filter paper).](image)

This study demonstrates a promising method to non-invasively explore the dynamics of liquid ingress into a thin fibrous porous material. The features of the low-field unilateral NMR measuring device excellently match the geometry of the system of interest, thus allowing a suitable choice of spatial and temporal resolution. This match of geometries also shows that the Fourier transformed NMR signal can be used, rather than physically moving the instrument relative to the sample as is usually done.
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Development of a robust mobile plant imager
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Despite its proven utility for monitoring anatomy and physiological processes in plants, the use of MRI in plant research is still limited to a handful of labs worldwide. A major limitation is the cost, bulk and complexity of the equipment; a second limitation is the requirement that the plant has to be brought to the imager, rather than the other way round. In this contribution we demonstrate the construction of a robust small scale MRI imager that is simple and affordable in design, yet allows for acceptable image quality and mobile use.

Although the first applications of MRI to plants date back more than 60 years ago [1], the first successful efforts to bring MRI to the field are fairly recent [2, 3]. Most field work so far has focused on finding ways to adapt full size imagers and large permanent magnets and bring them out of the lab, even though smaller scale magnets and imagers have been developed as well [4]. In the current contribution we present the development of a device that is optimized for mobility and simplicity, yet still provides an acceptable image quality and that allows for the use of CPMG type sequences and (full Q-space) propagator displacement mapping, the latter to measure xylem and phloem sap flow.

We here present a compact 0.25 T C-shaped magnet with a 45 mm air gap, weighing 16 kg. A set of plane parallel gradient coil were made by etching and mounted in an openable probe. The gradient set provided a freely accessible air gap of 25 mm and was not actively shielded. The r.f. probe was made from Teflon and could accept solenoidal coils to suit stems and twigs of 10 to 20 mm Ø. The system was driven by a Kea II spectrometer (Magritek, Wellington, New Zealand), utilizing the built-in 100 W r.f. amplifier and a set of three BAFPA 40 gradient amplifiers (BRUKER, Rheinstetten, Germany). Custom built slice selective CPMG and centered out RARE sequences were written to complement the imager.

Figure 1 – Amplitude and T2 map of a 13mm pine twig.

The half open magnet design and openable probe head allowed the system to be mounted onto a living tree in less than 20 minutes. This makes it possible to measure multiple trees per day, even if a new coil has to be wound onto the tree by hand before mounting the magnet and probehead around it.

For a first test of the instrument a slice selective CPMG sequence was used to image a 13 mm Ø pine twig (Fig. 1), using an echo time of 3.8 ms, a field of view of 30x30 mm, a matrix size of 128x128, a repetition time of 2.5 s, 16 scans, 64 echoes, and a slice thickness of 5 mm. Next to the tree a reference tube filled with doped water and an inner diameter of 1.5 mm was placed. Amplitude and T2 maps were calculated on the basis of a monoexponential fit. Considering the low field strength of the magnet and the proximity of the non-shielded gradient set to both the object and the polecaps, the image is of a more than acceptable quality. Anatomical features such as bark, phloem and year rings are clearly recognizable.

The robustness and utility of the imager was subsequently proven by its application in a greenhouse experiment. A large number of 4 year old spruce and beech trees were drought stressed for a period of 6 weeks. The imager was used to monitor the onset of drought induced embolism formation in 12 trees, repeating weekly the measurement of a number of trees from the population. The MRI work was used to complement more common plant physiological methods, such as water potential- and percentage loss of conductivity measurements.
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A truly mobile NMR system should be able to be carried by the user to any area and operated without much physical effort. The goal of mobile NMR is to bring the system to the sample instead of bringing the sample to the system. A fully integrated mobile NMR platform was developed and tested and can easily be interfaced to several types of NMR MOUSE sensors such as the Mini-MOUSE[1]. The mobile platform was made possible by the successful development of compact and efficient Class-D RF power amplifiers combined with a recently released System On a Chip (SoC) device. The SoC device is itself a combination of a high performance processor and Field Programmable Gate Array (FPGA) logic all on a single chip. This now allows us to have an operating system, data processing system, pulse sequencer, digital receiver and Tx/Rx control logic all on a single chip.

A prototype system was built using a SoC FPGA module running a Linux OS with a WIFI connection to an iPad running a web based control program. A 30 W Class-D RF power amplifier and preamp/duplexer was integrated to work with the 17 MHz, Mini-MOUSE sensor. DAC and ADC devices were used to provide the necessary Tx/Rx analogue/digital conversion and a 70 dB gain block was also included to provide the required signal amplification. One key feature of the new platform is that the data from the FPGA based digital receiver is automatically streamed to the main processor system memory via a DMA controller. This allows zero delay between acquisitions and one can also snoop at the data while it is being acquired. The fully integrated system, with rechargeable Lithium batteries to allow five hours operation, fits in a case measuring 150x120x65 mm and weighs 800 grams, Figure 1. Experiments showed successful T2 measurements on polymer composites and rubber samples.

**Figure 1** The Prototype Mobile NMR system with 17MHz, Mini-MOUSE sensor [1].
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Real-time Multidimensional NMR Inversion Using Compressed Sensing
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Currently, all interpretation software of the NMR logging for data processing are all carried out after data collected. But since the establishment of a sophisticated NMR laboratory for identification and analysis of fluid has gained increasing attention, the characterization of real-time, continuity and accuracy for NMR data processing has become more and more important, and it turns into a new trend in NMR logging data processing and development of technology in the field of oil exploration.

Therefore, the goal of this work is to realize real-time multidimensional NMR data processing. In order to achieve the goal we collect echo data continuously, and then get the multidimensional NMR spectrum at the same time, stop collect the data when the NMR spectrum is no longer significant changes. However, a large amount of data and long acquisition time limits its application in NMR logging. So we present a new method for Multidimensional NMR relaxometry that incorporates compressed sensing (CS) as a means to vastly reduce the amount of relaxation data without compromising data quality [1]. Unlike the conventional CS reconstruction in the Fourier space (k-space), the proposed CS algorithm is directly applied onto the Laplace space without compressing k-space to reduce the amount of data required for NMR relaxation spectra [2]. A fast 3D pulse sequence was adopted to get the data and extract 3D $T_1 - D - T_2$ probability function [3].

We present a version of the FISTA algorithm to do the NMR inversion, which does not use any matrix factorization and memory efficient, was applied to the multidimensional NMR problem [4]. In comparison to the forward model, this fast and memory efficient algorithm is applied to obtain the Multidimensional NMR distribution with high resolution without large computer memory requirement and to show the advantage of Multidimensional NMR for fluid identification. From the Fig1, we can find that when the echo data is insufficient the quality of 3D spectra not maintain very well via the CS reconstruction. But when the echo data is more the NMR spectrum is not significant difference, so we can stop collect the data, thus realizes real-time multidimensional NMR data processing and save time.

![Figure 1](image_url)

**Figure 1** – Real-time Multidimensional NMR relaxometry from the stimulated data with same SNR (SNR=500) and different number of echo trains: 6, 8, 12 and 18.
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Fast Laplace Inverse Transform (FLINT)
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An important approach to the interpretation of nuclear magnetic resonance (NMR) measurements for analysis of porous materials is the estimation of the spectra of relaxation times. This is typically performed using a numerical inversion of a Laplace transform. The observed data $Z(\tau_1, \tau_2)$ for a $T_1-T_2$ two-dimensional measurement (for example) can be expressed in terms of the spectra of relaxation times $S(T_1, T_2)$ using an integral:

$$Z(\tau_1, \tau_2) = \iint k_1(\tau_1, T_1)k_2(\tau_2, T_2)S(T_1, T_2)dT_1dT_2$$  \hspace{1cm} (1)

with kernels $k_1$ and $k_2$ depending on the form of the experiment. Experimental data is collected at discrete values of time, and so (1) is typically approximated using matrices as $Z = K_1SK_2^T + E$ where $E$ is measurement noise. Numerical inversion of a Laplace transform to obtain $S$ is known to be an ill-conditioned procedure, so the inversion procedure typically uses a regulariser. In addition, the relaxation time spectra is often non-negative, so the solution takes the form

$$\hat{S} = \arg\min_{S \geq 0} \|Z - K_1SK_2^T\|_F^2 + \alpha\|S\|_F^2$$  \hspace{1cm} (2)

where the subscript $F$ represents the Frobenius norm.

The large size of the matrices $K_1$ and $K_2$ has in the past meant that solutions of (2) have required some form of data compression, typically performed using the singular value decomposition [1], and then use of the Butler-Reeds-Dawson algorithm. Advances in optimisation theory has made more efficient methods available. One of these is inspired by the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [2], although the Frobenius norm regulariser here means that thresholding does not form part of the algorithm. Matrices $S_0$ and $Y_1$ can be initialised for example to have all elements set to 1, the Lipschitz constant $L$ can be conservatively set to $L = 2\text{trace}(K_1^TK_1)\text{trace}(K_2^TK_2)$, $t_1 = 1$, and then the algorithm proceeds by iteration of the following steps:

$$S_k \leftarrow \max(0, \frac{L-2\alpha}{L}Y_k + \frac{2}{L}(K_1^TZK_2 - K_1^TK_1Y_kK_2^TK_2))$$  \hspace{1cm} (3)

$$t_{k+1} \leftarrow \frac{1 + \sqrt{1 + 4t_k^2}}{2}$$  \hspace{1cm} (4)

$$Y_{k+1} \leftarrow S_k + \frac{t_k-1}{t_{k+1}}(S_k - S_{k-1})$$  \hspace{1cm} (5)

Figure 1 – Convergence comparison for measured data. The value of regularisation parameter $\alpha$ for the left panel is $10^{-3}$ and for the right panel $10^{-2}$. In both panels the proposed method is shown by the solid line, while the BRD method after data compression is shown by the dashed line.

Convergence is rapid and reliable and can be detected by a threshold on the residual. Further details are available in [3].
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The effect of microstructure of semi-permeable barriers onto diffusion MRI: 
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Diffusion of water molecules in biological tissues is hindered by cellular semi-permeable membranes. The geometrical complexity of the tissue prohibits analytical solutions of the Bloch-Torrey equation and thus exact formulas for relating the microstructure to the measurable pulsed gradient spin-echo (PGSE) signal. In this situation, one-dimensional models of semi-permeable barriers can help to uncover this relation and to understand the role of the diffusive exchange across the membranes. Moreover, these models can accurately describe some ordered structures such as vegetal cells or muscles [1].

We present an effective method to compute the eigenvalues and eigenfunctions of the Laplace operator in one-dimensional domains with multiple barriers [2,3]. The method allows us to compute the PGSE signal analytically for infinitely narrow gradient pulses, or numerically for arbitrary pulse sequences. In particular, this method generalizes earlier approaches [3-6] and allows us to study more sophisticated configurations of barriers such as microstructures inside larger scale structures. For instance, the signal for a multilayer structure with m-1 evenly spaced semi-permeable internal barriers (at distance l), enclosed within a larger-scale impermeable membrane, reads

\[ S = 2 \left( 1 - \cos mq \right) \frac{m^2}{4} \sum_{k=1}^{\infty} \frac{1}{(k^2\pi^2 - q^2)^2} e^{-\frac{D_r\pi^2 q^2}{l^2}} + \sum_{k=0}^{m-1} \frac{4q^2(1 - (-1)^n \cos mq)}{m^2\left(\alpha_n^k - q^2\right)^2} \left(1 + \frac{1}{2k}\right) \sin \alpha_n^k + \frac{\alpha_n^k \cos \alpha_n^k}{2k} \frac{\sin \alpha_n^k}{\sin^2 \psi_n} \]

where \( \alpha_n^k \) are solutions of the following equation

\[ \cos \alpha_n^k \frac{\sin \alpha_n^k}{2k} = \cos \psi_n \]

(2)

\( \psi_n = \frac{\pi n}{m} \) (with \( n = 1 \ldots m - 1 \)), and \( q=\gamma g \delta l \), \( \gamma \) being the gyromagnetic ratio, \( g \) and \( \delta \) the gradient strength and duration, \( \kappa \) the inter-barrier permeability, \( D \) the diffusion coefficient, and \( K = \frac{gD}{D_r} \). Figure 1 shows the dependence of the signal on the number \( m \) of layers in two regimes: high permeability and low permeability.

In conclusion, the proposed method presents new insights into the intricate relation between the microstructure and the PGSE signal and helps to reveal the role of permeability, especially in the low- and high-permeability limits.
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What are, and what are not, Inverse Laplace Transforms
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Time-domain NMR, in one and higher dimensionalities, makes routine use of inversion algorithms to generate results called “T2-distributions” or joint distributions in two (or higher) dimensions of other NMR parameters, T1, diffusivity D, pore size a, etc. Even in otherwise authoritative texts [1], these are frequently referred to as “Inverse Laplace Transforms” although the standard inversion of the Laplace Transform long-established in many textbooks of mathematical physics [2, 3, 4] does not perform (and cannot perform) the calculation of such distributions. The operations performed in the estimation of a “T2-distribution” are the estimation of solutions to a Fredholm Integral Equation (of the First Kind), a different and more general object whose discretization results in a standard problem in linear algebra, albeit suffering from well-known problems of ill-conditioning and computational limits for large problem sizes [5]. The “First Kind” qualification is important in this regard because FIE’s of the Second Kind typically exhibit less ill-conditioned behaviour. The Fredholm Integral Equation is not restricted to exponential kernels; the same solution algorithms can be used with kernels of completely different form. On the other hand, (true) Inverse Laplace Transforms, treated analytically, can be of real utility in solving the diffusion problems highly relevant in the subject of NMR in porous media [6].

The inaccurate terminology can be highly confusing for students at all levels.

This poster will show explicitly that a “T2-distribution” P(R2) is not an “Inverse Laplace Transform”. If the customary expression for the total magnetization decay

\[ M(t) = \int_0^\infty P(R_2) e^{-tR_2} dR_2 \]  

is regarded as a (forward) Laplace Transform, then, contrary to superficial appearances, the (real) time variable \( t \) in \( M(t) \) corresponds to the complex Laplace variable \( s \) in the (forward) Laplace Transform \( F(s) \) and not to the variable \( t \):

\[ F(s) = \int_0^\infty f(t) e^{-st} dt \]  

Similarly, the time variable \( t \) in \( F(s) \) corresponds not to the variable \( t \) in \( M(t) \) but to the relaxation rate \( R_2 \). Evaluating \( P(R_2) \) using the textbook Inverse Laplace Transform [2, 3, 4] based on the contour integral first described in 1916 [7] is not possible, because data on \( M(t) \) for complex \( t \) are required. Since “complex time” \( t \) has no meaning in the context of time-domain NMR, \( M(t) \) is simply undefined for other than real \( t \), and this approach fails.

Alternative algorithms for evaluating Inverse Laplace Transforms from data at discrete points confined to the real axis are known, such as the Stehfest algorithm [8], based on generating functions in [9]. This takes the form of an infinite sum over discrete points on the real axis and is useful when the forward transform \( F(s) \) is known analytically, but the inverse \( f(t) \) is not. However the sampling points do not necessarily correspond to experimental echo times, and [8] suffers from the familiar instabilities in the presence of experimental error, so is again of no direct use for the evaluation of \( P(R_2) \).

For the evaluation of \( T_2 \)-distributions \( P(R_2) \), we return to solutions of Fredholm Integral Equations, with regularization and positivity constraints, as the solution method set out in [5]. These reduce to solution of standard linear algebra problems when discretized [5], and for many practical algorithms, exponential and non-exponential kernels are equally acceptable, and likewise of utility in the subject [10]. The FIE’s with non-exponential kernels have not even a superficial resemblance to Inverse Laplace Transforms, but are directly related to the methods in [5], widely used for generating \( T_2 \)-distributions and their multi-dimensional generalizations.

Returning to (true) Inverse Laplace Transforms, the poster will give examples of their utility in the solution of diffusion problems, and examples of numerical estimation where the forward transform is known analytically.
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Local analysis of single-phase flow through complex porous media using flow propagators


*The University of New South Wales, Australia; *Victoria University of Wellington, New Zealand

Flow propagators have been frequently used in porous media characterization and to characterize fluid flow within. Scheven et al., Codd et al. [1, 2] and others measured flow propagators in various media and discussed how dispersion or other effects, such as relaxation and internal gradients, affect its shape. In addition, numerical simulations were used by many researchers to match their measurements [3]. However, these works mainly focused on homogeneous media like beads pack and clean sandstones. Heterogeneous cores were also studied by some groups but their interpretations lacked quantitative analysis of how pore geometries affect fluid transport which shapes the flow propagators.

In this work, we compute regional steady state flow propagators to investigate the relationship between local propagators and global ones. We use bead packs to represent different sample regions. Four kinds of featured regions, micro pore region (0.5mm diameter beads), macro pore region (1.5mm diameter beads), micro-macro pore region (flow from 1.5mm beads to 0.5mm beads) and macro-micro pore region (opposite flow direction) are measured locally to quantitatively analyse the flow transport. We combine Lattice Boltzmann Method (LBM) and random walk techniques to carry out the simulations. The LBM method is used to compute the velocity field, and water molecular transport along the streamlines to simulate convection flow, then random walk method is used to simulate diffusion. We further simulate the local flow propagators in carbonate images, and study effect of relaxation on flow propagators. Figure 1 depicts an example comparison of flow propagators for the bead packs used for validation of the method.

![Flow propagators in 0.5mm beads pack at different times](image)

Figure 1 – Flow propagators in 0.5mm beads pack at different times, experiment results(left) and simulations(right).
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Performance Evaluation of Improved 2DUPEN algorithm

V. Bortolotti\(^{a}\), L. Brizi\(^{b,c}\), P. Fantazzini\(^{b,c}\), G. Landi\(^{d}\), F. Zama\(^{d}\)
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The inversion of two-dimensional NMR relaxation data involves a very large number of measurement points, making the solution difficult for both storage requirements and computation times. The 2DUPEN algorithm, described in [1], can be improved by introducing suitable weighting factors obtained by a windowing procedure and by compressing the data using the Singular Value Decomposition (SVD). The Improved 2DUPEN (I2DUPEN) method performs the solution of the following weighted penalized Least Squares problem:

\[
\min_f \left\| BK f - Bs \right\|^2 + \sum_{i=1}^{N} \lambda_i (L f)_{i}^2
\]

where \(K \in \mathbb{R}^{M \times N}\) is the discretized exponential kernel, \(s \in \mathbb{R}^M\) and \(f \in \mathbb{R}^N\) are the vector reordering of the data \(S \in \mathbb{R}^{M \times M}\) and the unknown distribution \(F \in \mathbb{R}^{N \times N\times N}\) respectively. The matrix \(L \in \mathbb{R}^{N \times N}\) is the discrete Laplacian operator, \(B \in \mathbb{R}^{M \times M}\) is a diagonal matrix of weights related to the statistics of the data and \(\lambda_i\) are the local regularization parameters defined by the UPEN principle. As an example, we consider a test problem that simulates an IR-CPMG acquisition of \(128 \times 2048\) data with uniformly distributed noise of level \(10^{-2}\). The reconstruction of a \(64 \times 64\) map using the whole data set (i.e. \(B\) is the identity matrix) is obtained after 1684 seconds with relative error \(4.186 \times 10^{-2}\) using an Intel i7-6500U processor and 16 GB of Ram.

By exploiting the structure of the kernel, \(K = K_1 \otimes K_2\) with \(K_1 \in \mathbb{R}^{M \times M}\), and \(K_2 \in \mathbb{R}^{N \times N}\) and by computing their SVD \(K_i = U_i S_i V_i^\top\), \(K = U_1 S_1 V_1^\top \otimes U_2 S_2 V_2^\top\) we can write the problem in its compressed equivalent form \(\|Kf - s\| = \|\tilde{K}f - \tilde{s}\|\) where \(\tilde{K}f\) and \(\tilde{s}\) are the vector reordering of the matrices \(S_1V_1^\top F V_2 S_2^\top\) and \(U_2^\top S_2 U_1\) respectively with \(K_1 \in \mathbb{R}^{M \times N}\) and \(\tilde{s} \in \mathbb{R}^{N \times N}\). The values \(r_1, r_2\) are the number of non zero singular values of the matrices \(K_1, K_2\) respectively. Hence using the whole set of singular values in our example we have \(\tilde{s} \in \mathbb{R}^{N \times N}\) and \(\tilde{K} \in \mathbb{R}^{N \times N}\) with \(N = 4096\). The spectral structure of the matrices is characterized by a very large number of small singular values, as reported in figure 1 (left), hence setting to zero the singular values smaller than a threshold \(T>0\), we can reduce the length of the projected data vector \(\tilde{s}\) while preserving the quality of the reconstruction. In our example we still obtain a good quality reconstruction (relative error \(3.976 \times 10^{-2}\)) by using \(T=10^{-2}\) with \(r_1, r_2 = 240\) after 1213 seconds (see Figure 1 center and right).

![Figure 1 - Singular values (left) T₁ (center), T₂ (right) reconstructions with threshold T=10^{-2}](image)

If the noise is additive, random, and, approximately, normally distributed, and if systematic data errors are smoothly varying with time, then averaging data points into sufficiently narrow windows does not change significantly the result with respect to that obtained by using all points. In our example the windowing was implemented by reducing the points in the CPMG blocks to 118 non uniformly distributed values having a data set \(S \in \mathbb{R}^{128 \times 118}\). Defining the matrix \(B = \tilde{B} \otimes I\) with \(\tilde{B} \in \mathbb{R}^{118 \times 118}\) and the identity matrix \(I \in \mathbb{R}^{128 \times 128}\) then \(BKf\) is the vector reordering of the matrix \(K_1 F (B K_2)\). It is possible to compress the data by applying a threshold \(T\) to the Singular Values of the matrices \(K_1\) and \((B K_2)\) (reported in Figure 2 (left)).

![Figure 2 - Weighted Singular values (left). Weighted T₁ (center), T₂ (right) reconstructions with threshold T=10^{-2}](image)

For example, using \(T=10^{-2}\) we obtain the solution represented in Figure 2 (center and right) after 840 seconds with relative error \(5.936 \times 10^{-2}\). Many experiments, performed both on synthetic data sets as well as on real data, confirm that coupling the windowing strategy together with the truncated singular values decomposition allows us to obtain substantial improvements in the computation times while preserving good quality results (i.e. precise reconstruction of the height and amplitude of peaks).

References

The hydrodynamics in porous media is extremely complex due to surface interaction such as wettability and heterogenous pore structure. However, it is critical for oil production plan and oil recovery. Researches have been done on qualitatively interpreting NMR response of wettability [1, 2, 3], and the NMR simulation were made by assuming the shape of fluid and its distribution. But the real distribution of fluid is complex because of wettability and pore geometry. This makes the interpretation of NMR response difficult. The wettability and viscosity is examined in this research by combining the simulation of distribution of oil and water in saturated rockand two dimensional Laplace NMR method [2, 4, 5]. The explicit force LBM with multiple relaxation method can be applied to high viscosity fluid and wettability simulation. Then based on the results of fluid distribution, two dimensional nuclear magnetic resonance response is simulated in saturated rocks. This method can provide deep interpretation of the wettability and viscosity characterization of NMR response.

An example of fluid distribution influenced by wettability and saturation(Figure 1) is simulated by this method, and 2D NMR simulation in a rock core based on fluid distribution are implemented. The distribution simulation of water and oil in saturated rock provides us the information of how the fluids interact with the pore wall and their distributions, which contributes to the understanding of NMR response simulation.

![Figure 1 - Fluid distribution affected by wettability in rock core. Red is oil and blue is water. Column1 is rock sample and columns 2-4 is fluid distribution affected by water wetting, mixed wetting and oil wetting, column 5-6 is NMR simulation with different wettability and saturation. Row1 is water wetting with increasing water saturation and row 2 is oil wetting with increasing oil saturation. Column 5 are fluid distribution and 2D NMR simulation result of oil wetting with high viscosity.](image_url)

When only wettability and saturation are considered, the NMR simulation results show the surface relaxation effects and diffusion coefficient of the wetting phase will decrease. It is because that interacting with pore walls, surface relaxation of wetting fluid accelerates its relaxation. Confined by the walls, the diffusion coefficient also declines[2]. With saturation increasing, T2 relaxation time and diffusion coefficient shift to high value, because the ratio of contacting surface area to volume decrease and volume increase. Thus, influence of mixed wettability on fluid distribution and 2D NMR characterization is simulated and the relationship is built between wettability index and surface relaxation in Equation(1.2), where $\rho_{\text{eff}}$ and saturation can be obtained by fitting Equation (1.1) on T2-D map. The equation is different from the definition of wettability. But they can be related. Based on those simulation and theory, we will do some experiment to testify the simulation and relationship.

$$D(t) = D_s (1 - \gamma \frac{aL_o + (L_o / L_m)^2}{aL_o + (L_o / L_m)^2 + \gamma})$$  \hspace{1cm} (1.1)

Where $a = 4 / (9 \sqrt{\pi}) (T_{2s} \rho_{\phi})$, $\gamma = 1 - D_o / D_s$, $D_o = D_o / (\phi F)$, $L_o = \sqrt{D_o t}$, $\rho_{\text{eff}} = (S_{\text{contact}} / S_{\text{total}}) \rho$

$S_{\text{contact}}$ is contacting area and $S_{\text{total}}$ is whole area of the pore.

$$1 / T_{2s} = \rho_{\text{eff}} W_{\text{index}} / S_w (S/I/V)$$  \hspace{1cm} (1.2)

Where $S_w$ is saturation of fluid.
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NMR solid state spin-echo simulation for water absorption in SWCNT

Long GUO, Lizhi XIAO*, Zijian JIA
State Key Laboratory of Petroleum Resources and Prospecting, China University of Petroleum, Beijing 102249, China.

Nano scale absorption has invoked extensive interest for its potential applications in shale gas development, catalysts, and drug delivery. Studies showed that the interactions between Single Wall Carbon Nanotube (SWCNT) and guest molecules can be detected by NMR with solid state echo. This solid-echo depends on the fact that water molecules encounter the carbon nanotube and stick for a short time. Therefore, it is critical for us to simulate collision frequency of molecules confined inside the SWCNT. A solid (quadrupolar) echo refocuses dipolar and quadrupolar couplings. It is generated by a 90 pulse applied at a during time, τ, after the 90 excitation pulse. The maximum echo amplitude can be acquired at a during time τ after the second pulse. The echo delay time τ should be smaller than the inverse coupling strength. The water adsorption on the interior surface of the SWCNT has been measured using H-NMR [1]. Our aim is to calculate the homo- and heteronuclear contributions to the van Vleck moments [2] of absorbed water molecules in SWCNT with lattice Boltzmann method (LBM) [3]. This study would contribute to the research of adsorption in doped carbon nanotubes.

The spin Hamiltonian in frequency units for a solid containing two dipolar-coupled spin-1/2 species I and S can be written in the high-field approximation as:

\[
H = H_0 + H_B + H_{IS} + H_{SS}
\]

where:

\[
H_0 = -\gamma I B_0 \sum_j I_j - \gamma S B_0 \sum_i S_{ai}
\]

is the Zeeman interaction with the external magnetic field of magnitude B_0 applied along z-axis; I and S are the quantized spin vectors of hydrogen atom and impure atom (usually is Fe) in SWCNT; j and i are the numbers of hydrogen atoms and impure atoms, respectively. H_B, H_{IS}, H_{SS} are the truncated dipolar Hamiltonian for the interaction between the resonant spins I and S, respectively.

After mathematical derivation [2] in time domain, the decay of the transverse magnetization following a resonant 90 - τ - 90 pulse sequence is given by:

\[
E(t, \tau) = 1 - M_z^I (t - \tau)^2 + \frac{M_z^I (t - \tau)^4}{2!} + \frac{M_z^I (t - \tau)^6}{4!} + \ldots - M_z^S i \tau
\]

where E is echo amplitude related to the time t and interval time τ. In equation (3), the second order expansion terms can be expressed as:

\[
M_z^I = M_z^{II} + M_z^{IS} = \frac{1}{3} \left[ I (I + 1) \sum_{j,k} B_{jk}^2 + S (S + 1) \sum_{k,\beta} C_{k,\beta}^2 \right]
\]

where j, k represent different hydrogen atoms, β represents different impure atoms. B and C are the factors related to the relative positions of molecules. N_I is the number of hydrogen absorbed on SWCNT. The explicit expressions of M_I and other high-order terms are omitted in this study. In equation (3) and (4), the key parameter is N_I, the number of molecules adsorbed by the pore walls in time τ. The molecules adsorption and desorption processes can be simulated by diffusion approaching and departing the wall, respectively. The density distribution can be determined by the chemical potential distribution in SWCNT [3]. Compared to molecular dynamics (MD), LBM can solve the adsorption problem in a larger temporal and spatial scales.
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Micrometer Lithium Ion Diffusion in a Garnet-Type Cubic Li$_7$La$_3$Zr$_2$O$_{12}$ (LLZO) for Pellet and Powder Samples studied by $^7$Li NMR Spectroscopy

Kikuko Hayamizu$^a$, Shiro Seki$^b$ and Tomoyuki Haishi$^c$  

$^a$Institute of Applied Physics, University of Tsukuba, Tsukuba 305-8573, Japan; $^b$Central Research Institute of Electric Power Industry, Yokosuka 240-0196, Japan; $^c$MRTechnology, Inc. 2-1-6 Sengen, Tsukuba 300-0047, Japan.

A garnet-type conductor Li$_7$La$_3$Zr$_2$O$_{12}$ (LLZO) and related materials have been attracted much attention owing to their large ionic conductivity and possible application to all-solid lithium ion batteries with safety. The crystal structures and lithium pathways have been studied by XRD and neutron diffraction methods. $^6,^7$Li relaxation times have been measured in the wide ranges of temperature and frequency. These studies are concerned with atomic scale information. Ionic conductivity is one of the most important information for practical application of these materials, and is related to longer-scale pathways where grain boundaries are important issues. The pulsed-gradient spin-echo (PGSE) NMR can provide direct information on ion displacement on time scale of 10$^{-2}$ to 1 s in a micrometer order distance. We have successfully applied the PGSE $^7$Li NMR method to measure lithium ion diffusion on sulfide-type lithium solid conductors $^{[1-3]}$, and found the lithium diffusion in the solid conductors is not uniform and distributed in time and space. We observed similar effects in the Li$^+$ migration in the solid conductor of Li$_{6.6}$La$_3$Zr$_{1.6}$Ta$_{0.4}$O$_{12}$ $^{[4]}$.

![Figure 1. Time-dependent $^7$Li diffusion of the cubic LLZO in pellet and powder forms.](image1)

In this study, mobile lithium ions in a cubic garnet Li$_7$La$_3$Zr$_2$O$_{12}$, LLZO (Al-stabilized) were studied by $^7$Li NMR spectroscopy for pellet and powder samples, the latter of which was ground from the pellet. The lithium diffusion was measured by the PGSE $^7$Li NMR method between 70 and 130 ºC by varying the measuring parameters. When the observation time ($\Delta$) was shorter than 20 ms, the echo attenuation showed diffractive diffusion patterns with fast apparent diffusion constant ($D_{\text{apparent}}$), indicating that the Li$^+$ diffusing space is not free and is restricted. For longer $\Delta$, the values of $D_{\text{apparent}}$ became gradually slower to approach an equilibrated value as shown in Fig. 1. Also the $D_{\text{apparent}}$ values depend on the pulse field gradient (PFG) strength ($g$) and became smaller as the $g$ became larger. These experimental results strongly suggest the Li$^+$ ions migrate in polydisperse manners. One-dimensional image profiles (Fig. 2) for the mobile Li$^+$ of the pellet increased with the increase of temperature. The area intensity of the $^7$Li images showed a good correspondence to the number of Li$^+$ carrier ions.

![Figure 2. $^7$Li one-dimensional profiles of a LLZO plate of diameter 3mm and thickness 0.5 mm measured from 51 to 111 ºC.](image2)

References

Water transport in Nafion membranes under various conditions studied by NMR
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In a Proton Exchanging Membrane Fuel Cell (PEMFC), the membrane is at the heart of the assembly and is the place where electrochemical reactions happen. As water mobility governs these reactions, the Nafion polymer has been studied by NMR techniques (imaging, self diffusion…), but mostly outside a fuel cell. However, in an operating fuel cell, the membrane is exposed to multiple mechanicals constraints (hydration, swelling…). Therefore, we wanted to study the effect of such conditions on the water transport in the polymer.

Three boundary conditions were investigated using different NMR techniques:

- Stretching: Self diffusion experiments were performed on membranes under traction. Using a specially designed traction apparatus, we were able to measure diffusion anisotropy and to compare the results with experiments on membranes stretched outside the spectrometer. We demonstrated that this anisotropy is much higher in the case of in-situ traction in comparison with membranes stretched at high temperature before the experiment [1]. We also developed a simple deformation model of the membrane in order to analyze the experimental results.

- Compression: We used a home-made pressure chamber compatible with NMR experiments which allows us to apply on the membrane a pressure up to 140 bars. We then performed chemical shift, self diffusion and Single Point Imaging (SPI) [2, 3] experiments to see the effect of this pressure on the water transport. First results show that this pressure induces a decrease in water content and a slight reduction off the diffusion coefficient. Unlike stretching experiments, we were not able to observe any diffusion anisotropy.

- Hydration and drying: We inserted the membrane inside a hydration cell inside the magnet. This device allows us to control the air humidity with the possibility to have different conditions on each side of the sample. We then performed SPI experiments across the membrane plane during hydration or drying phases. This allows us to visualize area in the membrane center with lower hydration and to extract drying and hydration kinetics constants from these experiments.
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Low field NMR relaxivity as a fast characterization method for mesoporous alumina

H. Fordsmand*, M. Lutecki*
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Mesoporous alumina is widely used as catalyst and carrier material in heterogeneous catalysis. It is typically prepared by calcination of nanocrystalline pseudoboehmite into γ- and/or θ-alumina in a pseudomorph transition. Mesoporous alumina is consequently a refractory material with a very high porosity and specific surface area. In its unique role as both catalyst and support, another important property of mesoporous alumina is the presence of surface hydroxyl groups. The properties of the mesoporous alumina such as for example porosity, pore size, and surface acidity are therefore critical to the performance of the mesoporous alumina either as a carrier or a catalyst. However, traditional characterization techniques such as for example N$_2$-sorption porosimetry and IR spectroscopy are often lengthy and require careful drying pretreatment because of the high surface area and hygroscopic nature of mesoporous alumina. H$_2$O low field NMR relaxometry is a fast procedure for probing the interaction of protons imbibed inside pores with the surface of the mesoporous alumina. The preparation procedure is very simple, and the technique is consequently a potent alternative to characterization in production as well as research.

Pseudoboehmite samples were calcined from 400 to 900°C under dry and humid conditions. The calcined samples were subsequently characterized by mercury intrusion porosimetry, N$_2$ sorption measurements, NH$_3$-TPD, and LF T$_1$-T$_2$ 2D NMR relaxometry. A 20 MHz Bruker mq20 LF instrument was used for the NMR relaxometry measurements. T$_1$ and T$_2$ surface relaxivities were calculated from relaxometry, surface area, and porosimetry data.

\[
\rho = \frac{V}{TS} \tag{1}
\]

Figure 1. Correlation of NH$_3$ surface acidity with T$_1$ surface relaxivity of water for mesoporous alumina.

The results showed that longitudinal surface relaxation correlated strongly with surface acidity suggesting a strong interaction with protonated surface species. Longitudinal relaxometry is consequently a fast tool for probing the acidity of alumina.

\[
r = c \times T_2 \tag{2}
\]

Figure 2. Correlation of mean pore size determined by Hg intrusion with T$_2$ relaxation constant for water in mesoporous alumina.

Transverse surface relaxation was less influenced by surface properties and correlated best with pore size. T$_2$ relaxometry is consequently a fast porosimetry method.
Liquid and gas phase velocity measurements of foam using motion-sensitized SPRITE

A. Adair*, B. Newling*

*Univ. of New Brunswick, Dept. of Physics, Fredericton, Canada, E3B 5A3.

Although foam is not a porous medium in the traditional sense, its study by MRI shares many of the features typical of magnetic resonance in porous media. In addition, the study of its flow behaviour has applications in porous media research, such as enhanced oil recovery. Common flow measurement techniques are often optical or invasive. Foam, which is optically opaque and physically delicate, is better studied by using a non-optical and non-invasive measurement technique (e.g., magnetic resonance imaging). For this study in particular, the SPRITE (Single Point Ramped Imaging with $T_1$ Enhancement) MRI pulse sequence (a pure phase-encoding technique) was used to image foam as it flowed through a pipe constriction [1, 2].

The velocity field of the foam flow was measured with a preparation-readout style measurement – PFG (pulsed field gradient) waveforms were used to motion-sensitize the preparation phase and a 3D Conical SPRITE pulse sequence was used to image the sample during the readout phase [3]. 3D PFG-SPRITE measurements have previously been performed on other samples (including liquid flow in rock cores), but not on foam flow [4].

Motion-sensitized SPRITE measurements can suffer from phase errors (and hence velocity errors) due to eddy currents which result due to the rapid amplitude-switching gradient pulses. The pre-equalization method was used to modify the input PFG waveforms, given the system impulse response, so that the sample experienced the desired gradient waveforms [5].

![Figure 1](image_url)

**Figure 1** – (A) A photograph of foam as it flows vertically upwards through a pipe constriction. (B) A map of the y-component of velocity for the liquid phase of the foam as it exits from the constriction throat [2].

The foam sample was created by bubbling SF$_6$ (sulfur hexafluoride) through a water mixture. Therefore, it was possible to measure both the gas and liquid phases of the foam (under identical flow conditions) by switching between hydrogen and fluorine RF probes. A photograph of a typical foam as it flows through the pipe constriction is shown in Fig. 1A. A velocity map (of the y-component) of the liquid phase of the foam as it exits the constriction throat is shown in Fig. 1B. Motion-sensitizing PFG can be applied to any imaging gradient direction; therefore, all three spatial components of velocity can be measured, if desired. For this experiment, velocity maps of foam flowing through a pipe constriction were created for both the gas and liquid phases. A comparison of the behaviour of the two phases is presented.
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Investigation of the influence of DNP spin probes on the NMR relaxation and diffusion properties of water molecules in Nafion
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Although polyelectrolyte membranes (PEMs) have been used in industrial processes for decades, the exact ion-conduction mechanisms are frequently unknown. Especially the sulfonated tetrafluoroethylene based polymer Nafion, which is the most common material for PEM fuel cells, is under continuing debate in the scientific community. An in-depth understanding of its properties could lead to an increase in fuel cell efficiency and further optimization of the polymer material itself. In this debate nuclear magnetic resonance (NMR) is employed as a versatile, non-invasive technique to analyse the relaxation and diffusion properties as well as exchange processes of water inside the membrane.

Recently Han et al. showed that Overhauser dynamic nuclear polarizationization (ODNP) is able to extend the existing NMR toolbox, giving new insights into the proton conduction pathways by using different TEMPO derivates as paramagnetic spin-probes to highlight certain regions inside the membrane [1]. Although their results are promising, the effect of the spin-probes on the general properties of the membrane is not known in detail and hence the results of ODNP enhanced measurements of PEMs warrant further investigation.

![Figure 1](https://example.com/figure1.png)

Figure 1 – a) X-band continuous-wave (CW) EPR spectra of nitroxide spin probes in Nafion membrane. The intensity distribution and the linewidths of the three nitroxide resonances provide evidence of different mobility and hence different locations of the TEMPO-derivates inside the membrane. b) Decay of the $T_2$-relaxation components of water during the equilibration process of a Nafion/4-Hydroxy-TEMPO system. As reference a second $T_1$ measurement series for Nafion soaked in pure water is shown.

In this work, fully hydrated Nafion membranes were studied, containing the paramagnetic nitroxide molecule TEMPO or one of its derivates (4-Hydroxy-TEMPO, 4-Amino-TEMPO), which have previously been used as spin-probes in the ODNP measurements by Han et al. Due to their different functional groups they reside in different molecular environments within the membranes. While 4-Amino-TEMPO associates with the sulfonate groups of Nafion, i.e. is bound to the inner membrane surface, TEMPOL resides within the membrane channels where it shows a considerably higher mobility (Fig. 1a). Both thermal and DNP polarized NMR measurements of the nuclear spin relaxation and diffusion were performed at various magnetic field strengths and different relative radical concentrations. Furthermore, temporal aspects were studied, regarding the equilibration time of the membrane/spin-probe system (Fig. 1b) and the activity of the spin-probes over time. In order to differentiate between paramagnetic and diamagnetic relaxation effects caused by the spin-probes, they were compared to their diamagnetic equivalents Tetramethyl-piperidine, 4-Amino-Tetramethyl-piperidine and 4-Hydroxy-Tetramethyl-piperidine. With the in depth investigation of the para- and diamagnetic effects of DNP spin probes on Nafion this work helps to understand the complex interactions in such systems and will be the basis for future DNP enhanced experiments on PEMs or even fuel cells.
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In situ NMR Imaging: A Tool for Characterizing Ion Transport Properties in Li-Ion Battery Electrolyte Solutions
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The operation of battery management systems requires that the transient conditions experienced by a battery cell in electrified vehicle applications can be accurately described through battery modeling [1]. Reliable data on the transport properties of electrolyte solutions, as functions of both salt concentration and temperature, are a prerequisite for accurate electrochemical modeling. Complicating the acquisition of such reliable data is the fact that Li-ion battery (LIB) electrolyte solutions can experience large concentration polarizations during battery operation, due to fairly low values of the Li\(^+\) cation transference number (\(t^+\)) and the salt diffusivity (\(D\)), particularly during battery operation at high charge/discharge rates or at low temperatures. While modern instrumentation makes specific conductivity and viscosity measurements routine, this is not the case for diffusivity and transference number measurements. In order to determine the latter two transport properties, we undertake \textit{in situ} MRI [2] for the \textit{in-operando} visualisation of the steady-state ion concentration in LIB electrolytes during the application of a constant current. Our results confirm that the concentration gradient developed is proportional to the applied current as described by the diffusion-migration equation under steady-state conditions,

\[-D(c) \frac{\partial c}{\partial x} = -\frac{(1-t^+(c))i}{F}\]

where \(i\) is the current density and \(F\) is the Faraday constant. Taking into account that \(\frac{\partial c}{\partial x}\) is the salt concentration gradient obtained from imaging, the task of determining \(t^+(c)\) and \(D(c)\) is reduced to measuring the concentration dependence of the diffusivity \(D(c)\).

Figure 1 –Steady-state lithium salt concentration (blue) and diffusivity (maroon) profiles in 1 M LiPF\(_6\) / EC:DMC (1:1 v/v) at a current density of 9 A/m\(^2\).

By combining a PFG diffusion experiment and MRI, we can determine the salt concentration and the salt diffusivity of the electrolyte during the application of a constant current (Fig. 1). The diffusion coefficient has a significant dependence on the salt concentration, with the values of \(D\) measured at opposite ends of the cell varying by more than 60%. The lithium transference number varies less with salt concentration [3]. From the experimentally derived \(D\) and concentration profiles one obtains \(t^+ = 0.31 \pm 0.03\), by using Eqn. (1).
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Monitoring Steady State Moisture Distribution during Wick Action in Mortar by MRI
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The movement of water or water carrying aggressive ions is one of the leading causes of deterioration of concrete structures built in aggressive environments worldwide. One dimensional Centric Scan SPRITE [1] with $T_2^*$ mapping [2] MRI measurements were undertaken to observe the water content distribution in 10 cm mortar specimens with a steady state water content due to wicking and evaporation [3]. Bulk FID and $T_2^*$ mapping results show a bi-exponential behavior of the MR signal lifetime $T_2^*$ in all samples, indicating at least two different water populations. The short $T_2^*$ lifetime, assigned to interlayer water, and its associated amplitude are constant along the sample. The long $T_2^*$ lifetime, related to water in the pore space, and its associated amplitude change with local moisture content (Fig. 1).

![Figure 1](image1.png)

In the steady state the wet front was displaced deeper into the sample as the water to cement (w/c) ratio increased (Fig. 2). The profiles were processed to extract the transport parameters controlling the wick action by assuming a diffusion based model containing a sink term [3] and considering an exponential diffusivity function. There is a good agreement between measured and predicted profiles at moisture contents higher than 0.3 for three mortar samples (w/c = 0.35, 0.40, and 0.45). There seems to be additional mechanism taking place at the wet front besides capillary action at lower moisture content for low water to cement ratios (w/c = 0.35, 0.40).

![Figure 2](image2.png)

ID Centric scan SPRITE $T_2^*$ mapping was successfully used for quantitative imaging of two water populations in mortar samples during steady state wick action. Processing the profiles permitted extraction of the transport parameters controlling the wicking process.
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Multidimensional relaxation and diffusion studies of a halogen free ionic liquid
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Halogen-free, boron based ionic liquids (ILs) composed of chelated orthoborate anions and phosphonium cations exhibit good lubrication properties including wear and friction reducing potential, low melting points and a high thermal and hydrolytic stability [1]. Interestingly, one of these ILs, trihexyltetradecylphosphonium bis(mandelato)borate, [P6,6,6,14][BMB], has shown two significantly distinct diffusion coefficients at temperatures below 340 K, which was explained by the presence of two coexisting liquid phases in the IL that maybe correlated with outstanding friction and wear reducing properties of this IL [2].

NMR relaxation and diffusion experiments provide versatile information about the dynamics and structure of substances such as ionic liquids, proteins, polymers, liquid crystals and porous media. They also improve the chemical resolution by separating different components in complex systems without spectral resolution. Multidimensional experiments greatly enhance the chemical resolution and information content in NMR relaxation and diffusion studies [3].

The present variable temperature relaxation and diffusion studies aim to characterize the structural phases of [P6,6,6,14][BMB] IL. The presence of two distinct diffusion components suggests that there are at least two coexisting phases at lower temperatures and a single homogeneous liquid phase at higher temperatures above 340 K. The D-T2 correlation experiments correlate the signals observed in 1D T2 and diffusion experiments. The results reveal that the slow diffusing component has shorter relaxation time while fast diffusing component has longer relaxation time. T2-T2 and D-D exchange experiments reveal the chemical exchange between the phases. The presence of cross peaks indicates the exchange between the two phases and makes it possible to calculate the exchange rates, eventually revealing the structure of phases.
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Investigation of CH₄ Motional Behavior in Isoreticular M₂MOF-74
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Metal organic frameworks, MOFs, are a novel class of porous materials with proven potential for use as solid adsorbents for gas separation and storage processes. We surmise that it is important to probe the translational motion of gases confined within MOFs in order to better understand interactions between host and adsorbent thereby leading to the rational design of MOFs for specific adsorption applications. MOF adsorbents probed by pulsed field gradient NMR have been theoretically and experimentally related to the transport diffusivities and have led to a better understanding of the translation dynamics taking place in MOFs [1,2], including improving the accuracy of molecular dynamic simulations, and our ability to predict macroscopic transport behaviour [3].

We have investigated structure-property relationship between MOFs and gaseous adsorbents in IR-MOF-74, M₄(Mg,Ni,Zn)dobdc₄ through the characterization of the adsorbate diffusive and relaxation behaviour. The ¹H 13-Interval Pulsed Field Gradient Stimulated Echo, [4], based pulsed sequence has been applied to the systems using a Bruker Advance 700 MHz spectrometer and the Diff30 Mic5 probe.

For the first time the diffusion and relaxation pressure dependence of CH₄ was observed in IRMOF-74 series. We have observed relaxation and diffusometry phenomenon deviating from the traditional behaviour of CH₄ in porous media.

Figure 1. A. Image of M-MO4-74 (M-dobdc) characterized by hexagonal in plane channels and open metal sites [5]. B. PFG sequence for assessing the diffusion of gases. [4]
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Fast Field Cycling NMR (FFC) is a low-field magnetic resonance technique which measures the dependence of the spin-lattice relaxation rate $1/T_1$ on the magnetic field (or equivalently the frequency) over a wide range of magnetic fields ($T_1$ dispersion or NMRD). The technique has made strong progress in recent years covering now a frequency range of about 10kHz-42MHz. This gives important information on a wide range of molecular motions (dynamics), such as rotation and diffusion, present in a substance or complex mixture.[1,2]

By measuring an NMRD profile, important information on slow motions can be obtained. For example, FFC may be used to efficiently study dynamics of polymers or generally of complex fluids and can be represented in a format which can be compared to classical rheology results, that is, FFC may be interpreted as a molecular rheology technique.[3,4]

Measuring a large temperature range and exploiting frequency-temperature superposition (as done in rheology), master curves are constructed which may cover more than 10 decades in frequency. Thereby the temperature dependence of the dynamics in terms of shift factors or correlation times is revealed. In this study we performed FFC NMR measurements on different kinds of polyethylene (PE) and polypropylene (PP), in both the semi-crystalline phase and in the melt, and compared the results with those of other polymers like polybutadiene (PB) and polypropylene-ethylene (PEP). Rheological measurements on these polymers are reported, too. We explored how FFC NMR can be applied to distinguish between different kinds of polypropylenes and polyethylenes with optimal and non-optimal processing behaviour and rheology and to improve understanding of their dynamics.
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Revealing the porous structure of cement materials via the NMR relaxometry and diffusometry of cyclohexane molecules
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Nuclear magnetic resonance (NMR) relaxometry and diffusometry techniques are widely used for the characterization of porous materials. The NMR relaxometry techniques rely on the proportionality between the relaxation rate and the surface to volume ratio of the investigated pores [1, 2]. Thus, with an appropriate calibration approach they provide us information on the pore size and their distribution. The NMR diffusometry techniques on the other side provide information on the pore size and connectivity without the need of a previous calibration [3,4]. If however, the porous materials are cement based, the NMR techniques are more difficult to be applied due to the internal gradients arising inside these materials as an effect of their magnetic impurity content. The internal gradients influence both the transverse relaxation measurements and the diffusion measurements by altering the effective gradients seen by the nuclear spins. Due to the fact that the internal gradients are determined by the magnetic impurity content of the sample and by the magnetic field strength most NMR studies in the literature are reported on white cement and using low field instruments. Moreover, owing to the natural presence of water inside cement materials most NMR relaxation and diffusion refer to water molecules and saturated conditions.

In our investigations we extend the studies on cement materials to the cyclohexane molecules partially saturating a white cement paste prepared with different water-to-cement ratios between 0.4 and 0.7 respectively. The cyclohexane was chosen as filling liquid due to its nonpolar (aprotic) molecules which experience weaker interactions with the surface containing OH groups [2] and thus providing longer relaxation times. The transverse relaxation measurements were performed using the well-known CPMG pulse sequence with an echo time interval of 0.1 ms [4, 5].

Figure 1 – Relaxation time distribution of liquid water (a) and cyclohexane (b) molecules confined inside a hydrated cement paste after 1 year of hydration. The cement paste (CP) was prepared at different water-to-cement ratios (between 0.4 and 0.7) as indicated in the figure. The first peak corresponds to the intra-C-S-H pores, the second to the inter-C-S-H pores and the third to the capillary pores respectively [5].

Figure 1 shows the relaxation time distributions of water (Fig.1a) and cyclohexane (Fig.1b) molecules confined inside cement paste pores. It is observed a better distinction between the different pore reservoirs for the cyclohexane filled samples as compared with the water filled ones. It is also observed that the intra-C-S-H pores remain saturated with water originating in the preparation approach while the inter-C-S-H and capillary pores are filled by cyclohexane. The relaxation studies on cyclohexane molecules clearly demonstrate an increase in the size of the capillary pores by increasing water-to-cement ratio from 0.4 to 0.7. Under the same conditions the size of inter-C-S-H pores remains unaffected. The increase in the pore size introduced by water-to-cement ratio could be also demonstrated by the diffusion measurements which further revealed a decrease in the tortuosity. In the case of cement paste containing nano-SiO₂ particles the NMR relaxation studies on cyclohexane molecules has also clearly established the relationship between the size of capillary pores and the amount of nanoparticles.
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A COMPUTATIONAL APPROACH FOR UNDERSTANDING NUCLEAR SPIN DIFFUSION IN POROUS MEDIA
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Over the past two decades, with the advent of Exchange NMR techniques, it became necessary to correlate the observed results with the material microstructure, composition and molecular fluid dynamics. Since this requires specific boundary conditions for solving the diffusion equation, the theoretical solution is restricted to some specific models. For more complex cases, computational physics methods are often required to simulate the evolution of the Exchange NMR signal resulting from molecular dynamics within the porous matrix.[1,2]

The main equation that associates longitudinal ($T_1$) and transverse ($T_2$) relaxation time distributions with the pore sizes was identified analytically by Brownstein & Tarr for some special geometries. Since then, three diffusion regimes were defined: slow, intermediate and fast. The correct identification of these regimes is important, as there is a clear relationship between relaxation time and pore size for a system in the fast diffusion regime.[2]

Herein, the simulations were performed using random walk to describe the dynamics of the water molecules within a porous matrix. The NMR signal contributions are calculated taking into account the interactions of the nuclei with the pore walls and among themselves. To preserve the complexity of translational diffusion through the sample microstructures, 3D X-ray micro-CT images (μCT) were acquired to represent the digital porous media.[3]

Classic and sophisticated NMR experiments can be reproduced by the developed software, such as CPMG, Inversion-Recovery, and Exchange. For example, the simulation of $T_2$ distributions measured by CPMG for special pore geometries provides pore size distributions in good agreement with the theory proposed by Brownstein & Tarr.

Figure 1 describes some simulated experiments. Figure 1(a) shows the simulated and experimental data observed for the $T_1\times T_2$ correlation experiment, obtained from a synthetic alumina porous medium.[4] This synthetic porous medium has three different pores sizes, ranging from 100 nm to 100 μm orders of magnitude, since the digital data was obtained with μCT resolution over 1-μm resolution, only pores sizes higher than μm scale were detected. Due to this reason, just two pore sizes show up from simulation.

One of the most important parameters estimated from these simulations is the surface relaxivity $ρ_{eff}$, defined by $1/T_2 = ρ_{eff} (S/V)$, in which S/V is the pore surface to volume ratio and $ρ_{eff} = ρ_1 + ρ_2$, where $ρ_1$ and $ρ_2$ are the longitudinal and transverse surface relaxivities, respectively.[3] To estimate the surface relaxivity from simulations we used, as reference, the longer relaxation times, because the μCT image precision for the larger pores is higher. We found $ρ_{eff} = 17 \mu$m/s for the synthetic alumina and with this parameter the pore size distribution was calculated. The $T_1\times T_2$ correlation reveals that $T_1/T_2$ ratio is not constant and increases for shorter times. This is a consequence of comparable bulk and surface relaxations for the larger pores, whereas surface relaxation dominates for smaller pore scales.

Figure 1(b) illustrates the simulation of a $T_2 \times T_2$ Exchange experiment. In order to evaluate the program, an artificial digital porous medium with two distinct regions was constructed. This porous medium consists of a centered sphere connected with a mesh of smaller pores. The exchange between sites can be characterized by exchange rates $k_{ij}$ and the equilibrium of detailed balance, $M_{k_{ij}} = M_{k_{ji}}$. From the simulation of the $T_2 \times T_2$ Exchange experiment, $k_{ij}$ and $k_{ji}$ rates were calculated as a function of the total magnetization of the smaller pores. Results confirm that detailed balance is preserved.[4,5]

The obtained results, in a good agreement with the standard models, indicate the potential of computational physics in the analyses of the NMR in complex porous materials.

![Figure 1](image)

**Figure 1** - (a) The digital porous medium reconstructed by μCT images, represents 1mm³ of the synthetic ceramic sample (left hand side). The simulated data represents the evolution of $10^9$ particles. With the experimental data, we found the $T_1/T_2$ ratio for the larger pores and this reference condition allowed estimating $ρ_{eff} = 17 \mu$m/s and, consequently, $ρ_1 = 6$ and $ρ_2 = 11 \mu$m/s. (b) Digital porous medium designed for simulation (left hand side). It shows the particle distribution after 100 ms mixing time. The exchange process appears on the map as correlation peaks (non-diagonal).
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T2-Encoded Fast-Field-Cycling Relaxometry
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Fast-Field-Cycling (FFC) NMR relaxometry, which employs fast electronic switching of the current in an electromagnet, is an unparalleled technology that enables magnetic-field dependent measurements of nuclear spin-lattice relaxation times as short as 1ms over a broad range of magnetic field strengths, typically between 50 µT and 1 T. An essential limitation of the technique, however, lies in the limited homogeneity and stability of the acquisition field strength, which prohibits spectrally-resolved detection of the NMR signal. The lack of spectral resolution occasionally leads to an overlap of different signal contributions which may complicate the interpretation of relaxation data in systems with multiple components. Multi-exponential $T_1$ relaxation data analysis or Laplace Inversion can be used to approach this problem. However, these methods usually require excellent data quality, especially when more than 2 components are present and/or when relaxation times are very similar.

In this contribution, the feasibility of spin-spin relaxation time measurements at the acquisition field strength (392 mT) of a commercial FFC relaxometer (STELAR Spinmaster FFC2000) was investigated. For this purpose, CPMG-based acquisition schemes acquiring one data point per echo were tested. It was found that by using very short echo times reliable measurements of the spin-spin relaxation time are possible in the range of 0.5 ms to 200 ms (figure 1). Based on these findings, a two-dimensional method was implemented, which combines relaxation field-dependent $T_1$ measurements with CPMG acquisition at the fixed detection field. A multiexponential analysis of the CPMG signal decay was used to extract $T_1$ relaxation recovery curves for each component, which were fitted individually using a monoexponential model. Thereby advantage is taken of the spin-spin relaxation contrast to distinguish different signal components and to extract spin-lattice relaxation dispersion curves for each of them.

A combination of three water-filled controlled pore glass samples with different pore sizes was used to test the method. All three components were distinguished successfully using the two-dimensional $T_2$-encoded FFC relaxometry approach, reproducing reference data obtained with single-component samples (figure 2).

![Figure 1](image1.png)  
**Figure 1** – $T_2$ measurement of CuSO₄-doped water using the FFC relaxometer (“FFC”) and a permanent magnet array (“reference”).

![Figure 2](image2.png)  
**Figure 2** – $T_1$ relaxation dispersion measurement of three water-filled controlled pore glass materials (lines) and a mixture of them (symbols).
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Comparison of NMR porosity and water imbibition porosity (WIP): A case study of Paleocene limestone and associated rocks from Eastern Dahomey Basin.
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This study presents the results of porosity measurement on four representative rock types (limestone, sandstone, shale and glauconite) from eastern Dahomey Basin. Standard magnetization CPMG decay curves were measured with a number of scans ranging from a minimum of 2000 to a maximum of 20,000 scans to achieve a good signal-to-noise ratio of the NMR response [1, 2]. The connected water-filled porosity (\(\phi\) in \%) of the rock was estimated from three methods: (i) NMR proton signal (\(T_2\) total raw amplitude), (ii) integration from the \(T_2\) distribution [3] and (iii) water inhibition porosity (WIP) based on sample mass and volume under dry and saturated conditions (or partially saturated at 52 \% relativhumidity).

The water content from both techniques, WIP and NMR, show a very high degree of correlation (Fig. 1). Generally for all the rock types studied, the water content and equivalent water-filled porosity from both techniques on the saturated samples follow a trend with a regression factor of approximately 90 \%. The water content from NMR derived from \(T_2\) distribution show better agreement with WIP than the water content derived from NMR full amplitude signal. Similar trend is observed on the partially saturated samples under 52 \% RH for the water content and equivalent water-filled porosity; although the trend is less obvious as all the dataset is squeezed toward low water content.
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Obtaining Surface Relaxivity from NMR-only Data
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NMR relaxation (such as T2) has been applied to obtain pore size distribution for many years. T1 and T2 are closely related to the pore size through a parameter called surface relaxivity (\(\rho\)). However, this parameter is not typically measured for each sample, and thus the accurate pore size is not known in the right unit. Zielinski et al. [1] have shown that it is possible to use the diffusion-relaxation (DT2) measurement to obtain \(\rho\) from NMR data alone. This is because both relaxation and diffusion are affected by the presence of pores:

\[
\frac{1}{T_2} = \frac{1}{T_{2b}} + \rho \frac{S}{V_p}
\]

and

\[
\frac{D(\Delta)}{D_0} \approx 1 - \frac{4}{9\sqrt{\pi}} \frac{S}{V_p} \sqrt{D_0 \Delta}
\]

where \(\Delta\) is the diffusion time, \(D(\Delta)\) is the time dependent diffusion coefficient, \(S/V_p\) is the surface-to-volume ratio of the material. \(T_{2b}\) is the bulk T2 value. Qualitatively speaking, a comparison of the T2 and D results should allow the determination of \(\rho\). Zielinski et al reports a method that takes into consideration the full T2 and D distributions of the sample.

However, their analysis requires predetermined parameters such as the bulk diffusion coefficient, bulk T2, tortuosity and heterogeneity length scale of the pore structure. Moreover, their restricted diffusion model can be internally inconsistent, potentially failing for samples with wide pore size distribution (PSD) or large pores. To address these issues, we propose a new method based on analyzing multiple DT2 maps with varied diffusion times [2]. With multiple diffusion times, the values of the apparent diffusion coefficient correctly describe a wider range of restricted diffusion behavior in samples with wide PSD and large pores, and so do not require predetermined parameters. Experiments on glass beads packs and rocks are used to validate the new method.

![DT2 maps at different diffusion times obtained for a Berea sandstone.](image)

Figure 1. DT2 maps at different diffusion times obtained for a Berea sandstone.
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Wettability determination of porous media from T1-T2 method
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Wettability is a significant factor which influences the distribution of multiphase fluids in reservoir rocks. In particular, wettability evaluation of tight rock is a big challenge because of low permeability and complex pore structure. Wetting behavior is dominated by the basic fluid-solid and fluid-fluid intermolecular forces in the neighborhood of surfaces. The energy exchange between the spin system and the rotational and translational motion of fluid molecules near solid surfaces are measured by NMR relaxation. Therefore NMR method has gradually developed into a powerful tool for rock wettability qualitative and quantitative analysis. The change of wettability can be observed by a shift of oil peak in the T2 spectrum from the bulk T2 distribution of live oil on 1D NMR. Meanwhile D-T2 map is used to wettability interpretation depend on effective surface relaxivities.

In this research the wettability index of porous media is estimated from T1-T2 correlation. Three groups of glass beads (diameter = 400-600μm) with different wettabilities were studied. Group A, B, C respectively contained 100% cleaned uncoated glass beads (water-wet), 50% cleaned uncoated glass beads and 50% treated glass beads (oil-wet), 100% treated glass beads. Glass bead media was saturated with distilled water which bulk T2 relaxation is 2.5s. Fig 1 shows that with the number of oil-wet glass beads increasing, T1-T2 distribution shifts to longer relaxation time and T1/T2 value deviates from the line of T1/T2=1. The ratio of T1 and T2 indicates wettability changes. Furthermore the T1-T2 mapping of porous media with different wettabilities were simulated by LBM (Lattice Boltzmann method) in packed-sphere model with two kinds of wetting balls which diameter is 400μm. The simulation results (fig.2) agreed with previous experiments. In conclusion (1) wetting fluids show T1/T2>1; (2) the wettability index can be obtained from the ratio of T1 and T2; (3) mud invasion and crude oil viscosity and other effects may be considered in downhole wettability measurement.

![Figure 1](image1.png)

**Figure 1** T1-T2 distribution of glass-bead porous media in three groups with different wettabilities

![Figure 2](image2.png)

**Figure 2** T1-T2 distribution simulated in different wettabilities by LBM method
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Free Induction Decay rates in suspensions and water-saturated densely packed particles with varying volume fractions of solid phases
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Nuclear Magnetic Resonance is used for the assessment of porous media in geophysics and oil exploration [1, 2, 3, 4]. The study of the connection between the geometric properties of porous media and the Free Induction Decay of the liquid phase is a challenge in the field [4]. Varian Inova 500 NMR spectrometer with the proton frequency 500 MHz was used to acquire the Free Induction Decay rates of the samples of two types:

(a) water suspensions of 1.5 μm glass particles with the volume fraction of the solid phase from 0.03 % to 0.32 %;
(b) water saturated densely packed spherical glass particles with the sizes in the range 60–440 μm and water saturated densely packed glass particles with irregular shape and the sizes in the range 95–275 μm (Figure 1).

The images of the samples were acquired with the use of the Quanta FEI setup. It was found that the dependence of the Free Induction Decay rate of the liquid phase of the samples on the square root of the volume fraction of the solid phase of the samples is linear for the square root of the volume fraction of the solid phase in the range from 10^{-2} to almost 1 (Figure 2). A model of the suspension of spherical particles in liquid was proposed and used for the interpretation of the experimental results. It was found that the experimental data and the theoretical data agree within the 50% error.
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Figure 1 – spherical glass particles and glass particles with irregular shape.

Figure 2 – the dependence of the FID rate 1/T2* on the square root of the volume fraction of the solid phase of suspensions (○) and water-saturated densely packed glass particles with spherical (+) and irregular (×) shape is linear.
Superdiffusion in Porous Media
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For a liquid sample with unrestricted diffusion in a constant magnetic field gradient \( g \), transverse relaxation rate \( 1/T_2 \) for CPMG measurements is increased on a value \( 1/T_{2D} = 1/(3g\tau^2D) \), where \( g \) is magnetogyric ratio, \( \tau \) is half the echo spacing, and \( D \) is the diffusivity. Here the linear dependence of \( 1/T_2 \) on \( \tau \) is reported, which we observe in porous material with adsorbing properties. It results from the bulk mediated surface diffusion [1].

CPMG data were carried on relaxometer Bruker the Minispec with magnetic field \( B_0 = 0.5 \) T for free water and water filled porous media composed of glass beads with diameters \( d = 57 \) µm. Transverse relaxation rates were measured both with applied constant magnetic field gradient \( G = 2 \) G/cm, and without it (Fig. 1).

![Figure 1 – Results of CPMG measurements. Transverse relaxation rate of protons in free water versus \( \tau^2 \) (left). Transverse relaxation rate of protons versus \( \tau \) in the water filled porous material composed of glass beads with diameters \( d = 57 \) µm (right). Applied constant gradient \( G \) is on (○) and off (×).](image)

In frames of the model [1] we derive the expression

\[
\frac{1}{T_2} = \frac{1}{T_{20}} + \frac{\pi}{8} \frac{\tau}{\tau_0^2}, \quad \tau_0 = \sqrt{\frac{2V\tau A}{\Delta \gamma g}}
\]

(1)

that correlates with our observations. Here \( V_\gamma \) is thermal velocity of molecules and \( \tau_0 \) is the adsorption time.

The internal magnetic field gradient \( (G_\tau) \) produced by glass beads is \( G_\tau = 2\pi B_0 |\Delta \gamma|/d \simeq 2 \) G/cm [2], where \( |\Delta \gamma| \approx 4 \times 10^{-7} \) is the difference in susceptibilities of porous material (glass) and pore fluid (water). Due to its random direction the resulting gradient in pores is \( g = (G_\tau^2 + G_g^2)^{1/2} \approx 2.8 \) G/cm. From here and (1) follows that the gradient applying should lead to the increase of the curve slope in a factor \( g/G \approx 1.41 \) that agrees with the observed value 1.37.

In [3,4] the inhomogeneity of magnetic field due \( \Delta \gamma \) was considered in non-adsorbent materials. It was shown that normal (Fickian) diffusion is masked in this case by the quasilinear dependence on \( \tau \) of the observed transverse relaxation rate. The diffusion displacements of molecules in typical time ~ ms are small compared with the pore sizes in our case. It means that \( 1/T_{2D} = 1/(3|\Delta \gamma|^2G_\tau^2) \approx 0.2 \) s⁻¹, where the averaging over the pore bulks is produced. From here and Fig.1 follows that effect [3,4] is negligible in our case due to large pore sizes and the anomalous (Levy) diffusion resulting from the mechanism [1] predominates.
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For environmental reasons the printing industry is developing water-based inks. These inks are complex mixtures containing among others, water, a co-solvent and particles (pigments). As many printing media are porous, the penetration depth of the particles plays a crucial role in the print quality. In this study we present results on the migration of Fe₂O₃ nanoparticles during capillary suction. The chosen particle is a model system for the pigment particle in ink-jet inks.

We therefore investigate the behavior of water-based particle mixtures that penetrate in a porous material by using NMR imaging and relaxometry complemented with rheology measurements and visual observations. We use Al₂O₃ samples as a well-defined model porous material for printing media to quantify the penetration of each component. To study the effect of pore size we use Al₂O₃ samples with three different pore sizes: 200 nm, 1.1 μm and 16 μm. The smallest being 200 nm, which is similar to the pore size found in a paper coating and is of the same order as the imbibing Fe₂O₃ nanoparticles (30 nm) and the largest much bigger than the particle size at 16 μm. We also study the intermediate regime with an average pore size of 1.1 μm that is similar to the average pore size found in normal printing paper.

The penetration depth of the particles and the local concentrations are measured with T₂ relaxation analyses using an in-house developed 1D-NMR imaging system [1]. Both the liquid front and the particle front are measured with a resolution of 0.9 mm. The particle front can be followed due to the signal loss in the vicinity of the Fe₂O₃ particles (Figure 1) due to the shortening of the T₂ [2]. By measuring the T₂ relaxation time locally with a CPMG sequence we can derive the concentration of the particles throughout the sample in every profile.

Figure 1 – ¹H profiles of an uptake experiment of 10wt% Fe₂O₃ in H₂O penetrating into 200 nm porous Al₂O₃ (left) and the used measurement geometry (right).

In all of the studied pore sizes we observed a separation of the particle front with respect to the liquid front due to particle media interaction. In the smallest pore size, the particles only penetrate a small distance into the sample due to particle trapping. The particles get stuck to the wall which limits their transport. Remarkably this does not influence the penetration speed of the liquid which progresses in the sample with the same rate it would in the absence of the nanoparticles. Secondly, using visual observations, we observe a very sharp particle front which is also observed in the intermediate pore size case. There we find that the particle front scales with t^β, where β has a value between 0.5 and 1. In the 16 μm pore size we still observe a separation of the particle front from the liquid front but the particle front is no longer sharp. The diffuse particle front penetrates at a speed linearly dependent on time (β=1).
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Detecting microbially induced calcite precipitation (MICP) in a model well-bore using downhole low-field NMR
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Microbially induced calcite precipitation (MICP) has been widely researched in recent years due to its relevance for engineering applications including subsurface barriers for hydrodynamic control and sealing of reservoir cap rocks [1]. Subsurface applications of MICP are inherently difficult to monitor non-destructively and with spatio-temporal resolution. Nuclear magnetic resonance (NMR), however, is commonly used to characterize the pore size distributions, porosity, and permeability of subsurface geologic formations [2]. These are the same physical properties affected by MICP, indicating that NMR well-logging tools may have potential for monitoring subsurface engineering applications of MICP. This investigation used a low-field NMR well-logging probe to monitor MICP in the pore spaces of a sand-filled radial-flow bioreactor. Signal amplitude and $T_2$ relaxation were measured over an 8-day experimental period to identify the change in signal response due to MICP. No significant changes were recorded during the 3-day control period. Following inoculation with the ureolytic bacteria, \textit{Sporosarcina pasteurii}, and subsequent injections of urea and calcium substrate pulses for 4 days, the NMR measured water content in the reactor decreased by approximately 24\%. $T_2$ relaxation distributions bifurcated from a single mode centered about approximately 785 ms into a very fast decaying population ($T_2$ less than 10 ms) and a larger population with relaxation times greater than 1000 ms.

![Graph showing water content over time](image)

\textbf{Figure 1} - Selected multi-exponential signal decay curves and $T_2$ distributions. Day 2 data was collected during the control period prior to inoculation. MICP began on Day 4 and continued to Day 7. The Day 8 data was collected just prior to destructive sampling. The signal amplitude (water content) decreased by approximately 24\% over the experimental period while the $T_2$ distribution split into a large population with slow relaxation and a small population with very fast relaxation.

The reduction in signal amplitude indicates that pore water was displaced by calcite precipitation in the voids. Furthermore, the longer $T_2$ relaxation times suggest that calcite formation on the quartz sand mineral surface reduced the surface relaxivity, $\rho$, by shielding paramagnetic impurities from the pore fluid. The combination of changes in pore volume and surface mineralogy accounts for the changes in the $T_2$ distributions following MICP. Destructive sampling and subsequent analysis with ICP-MS and gravimetric methods confirmed an evenly-distributed porosity reduction of approximately 16\% due to calcite precipitation. These results indicate that the low-field NMR well logging probe is sensitive to the physical and chemical changes caused by MICP in a laboratory bioreactor.
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Assessment of multiscale hybrid network structures of defibrillated plant fiber dispersions
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When exposed to mechanical defibrillation plant fiber dispersions form a mesoscale porous hybrid network composed of rigid cellulose fibrils and soluble/flexible pectin chains. The energy input during the shear treatment determines to which extent the cell walls are defibrillated resulting in microstructurally different hybrid networks having different macroscopic viscosity and water binding capacity. Understanding these relations is of particular interest for formulation of defibrillated plant fiber dispersions in foods and detergents products.

The objective of this study is to understand the multiscale structure of the hybrid cellulose/pectin networks formed upon defibrillation of citrus fibers dispersions. Quantitative NMR was used to measure in situ the shear-induced release of soluble pectin from citrus fibers. At nm scale level (1-100 nm) small angle X-ray scattering experiments were performed (ID02 beamline ESRF Grenoble) to analyze the packing distances between cellulose elementary fibrils and micro fibrils. $^{19}$F diffusion NMR on $^{19}$F labelled dendrimers was used to probe network heterogeneity at sub-micron level, while $^1$H T2 relaxation NMR was used to look at a scale of tens of µm and provide a quantitative measure for the degree of defibrillation. The critical role of pectin was underpinned by enzymatic pectin degradation experiments.
Chirality and kinetics of a self-assembled Fe₄L₆ metallosupramolecular cage with guests
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In supramolecular chemistry the host-guest systems are one of the most fascinating fields of study. Especially the study of C₂-symmetric bis-bidentate ligands with octahedral metal ions forming tetraedric M₄L₆ cages as potentials hosts for wide range of molecules has gained lots of attention in recent years. As metal ions are essential components of the self-assembly, the M₄L₆ cage structure strongly depends on the coordination geometry of the metal ion. The host structure can encapsulate variable sized guest molecules with different polarity (neutral molecules, gases, anions and cations) and they can be utilized, e.g., in self-sorting of guest mixtures. The chirality of these M₄L₆ cages (Fig. 1B) has been studied intensively as with four metal centers three different diastereomers can form in solution: homochiral ΔΔΔΔ/ΛΛΛΛ(T), heterochiral ΔΔΔΛ/ΛΛΛΔ(C₃) and achiral ΔΔΛΛ/ΛΛΔΔ(S₄). The homochiral T symmetry in which all the metal-to-metal faces are the same leading to minimized strain is the most commonly observed. The careful design of ligand geometry and steric properties can lead to symmetry break and favor of more strained C₃ or S₄ diastereomer. Also the guest molecules change the equilibrium between these diastereomers.

Tetrahedral Fe₄L₆ cage (Fig. 1A) with disulphonic acid substituents is water-soluble and it has many promising applications as a chemically stabilizing molecular container and biosensor cage. [1] Here we report NMR analysis revealing T, C₃ and S₄ diastereomers of the cage, which play a major role in the encapsulation of guest molecules. The encapsulation of cyclohexane at 323 K changed the conformation from T to C₃, having a twisted C₃ intermediate conformation during the entering. While C₃ conformation was favored with cyclohexane (85 %), it totally disappeared in the case of Xe guest and only T (75 %) and S₄ (25 %) were present. Competition between these two guest molecules revealed that, when strongly binding cyclohexane was added to the cage solution including Xe, it could not disturb the in-out exchange of xenon. On the other hand, when Xe was added to the cage solution including cyclohexane, Xe could not enter the cage. Thermodynamic analysis of the encapsulation of Xe guest indicated that the process is entropy driven as the enthalpy is positive due the twisting of the cage during Xe entering.

Figure 1 – a) Synthesis of water-soluble tetrahedral Fe₄L₆ cage. b) Three diastereomers of the cage.
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The Mechanism of NMR relaxometry of Tight Porous Media with Multi-scale Digital Rock
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With the contrast between the molecule diffusion coefficients and relaxation time of fluids (oil and water), multidimensional NMR method has been considered to be a powerful tool to identify oil and water phases saturated in porous media. However, it is difficult to calculate the fluid properties quantificationally because of the restricted diffusion of fluid molecules and the internal magnetic field gradients caused by the differences of susceptibility between fluid and solid matrix in extremely tight samples. Multi-scale (milli-micro-nano) X-ray CT imaging technology has been employed to build a model of porous media to study the interface effect between the solid phase and fluid phase. Magnetization transfer occurred between hydrogen nuclear in bound state and movable state is estimated quantificationally. The new fast pulse sequence and multidimensional inversion algorithm are proposed, which is proved with NMR experiments with different tight rock.
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Development of a compact bench-top system for Fast Field Cycling NMR relaxometry in rock cores and large volume samples

M. Polello, R. Rolfi, A. Provera, Y. Xia, G. Ferrante
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Recent NMR works demonstrate that Fast Field Cycling (FFC) and multi-frequency NMR relaxometry offer unique insights for the study of rock cores and heavy crude oils [1-6].

Nevertheless the exploitation of this powerful NMR technique can become very challenging in some applications, not only because of the intrinsic limits of NMR at low field but also because of a lack of a suitable instrumental platform.

Aim of this work is the development of a simple and compact bench-top NMR system for Fast Field Cycling NMR relaxometry, capable of measuring T1 dispersion curves from earth field up to 0.2T (8 MHz, 1H Larmor frequency) in large samples and, in particular, in standard 1” rock cores.

With this objective in mind, some novel design concepts and manufacturing technologies have been introduced, in particular in the development of a very compact air-cored low inductivity wide bore electromagnet as well a high speed/high precision power supply and field controller.

Moreover, the measurement of the NMRD profiles at low fields of samples with poor S/N or with low sensitivity hetero-nuclei would usually require a high number of accumulations and, therefore, a long measurement time. This can lead also to a low accuracy and precision of the NMR experiments because of the limited field stability of the magnet and power supply system.

In this work we want to present some technical solution aiming to challenge and mitigate these limitations. In particular:

- reduce the FFC experiment time
- make the investigation of low sensitivity samples easier and faster
- increase measurement accuracy
- allow the acquisition of NMRD profiles in the presence of limited field stability.
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New instrumental platforms for the exploitation of the field-dependence of $T_1$, $T_2$ and 2D correlation spectra $T_1$-$T_2$ for probing the dynamics and wettability of petroleum fluids in rock cores and shale oils
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Recent NMR works demonstrates that Fast Field Cycling (FFC) and multi-frequency NMR relaxometry offer unique insights for the study of rock cores and heavy crude oils [1-5]. Nuclear magnetic relaxation dispersion (NMRD) profiles, acquired through FFC NMR relaxometry by scanning a wide range of magnetic fields, provides unique information on the surface dynamics of confined petroleum fluids in porous rocks, thus information on “wettability” and pore connectivity in carbonates can be obtained [6]. A new method has been introduced for estimating the wettability of rock/oil/brine systems using non-invasive in situ NMRD [1, 2]. This technique yields unique information about the extent to which a fluid is dynamically correlated with a solid rock surface. Unlike conventional relaxation studies at fixed magnetic field, this approach directly probes the dynamical surface affinity of fluids which measures the dynamical correlation (microscopic wettability) between diffusive fluids and fixed paramagnetic relaxation sources at the pore surfaces.

The method was first applied to carbonate reservoir rocks [1], and recently applied to probe in situ the dynamics and wettability of oil, water and gas trapped in the complex microstructure of shale-oil rocks [3]. This allowed characterization of local wettability at organic and mineral pore surfaces and in turn, the possibility to interpret the 2-D $T_1$-$T_2$ correlation spectra that could be made down-hole, thus providing an invaluable tool for investigating oil and gas recovery in these important porous rocks.

The $T_1$-distribution dispersion of crude oils as a function of the relaxation field is a powerful new technique to study asphaltene aggregation directly in heavy crude oils of various compositions [4]. In petro-physical contexts, knowledge of the field-frequency dependence of relaxation can improve interpretation of $T_1$ and $T_2$ measurements in common oilfield use, assess wettability of water in reservoir rocks and improve characterization of asphaltene aggregates.

Herein, we describe how new FFC instrumentation for standard 10 mm and large diameter samples up to 1.5”, in combination with a variable-field (0-5 Tesla) cryogen-free superconducting magnet was developed for rock core analysis and petroleum applications. Characterization of 1” carbonate rock cores and different crude oils, brines and complex mixtures, through acquisition of NMRD profiles from a few kHz up to 40 MHz, was possible. Complex two-dimensional $T_1$-$T_2$ experiments were also acquired using a variable field cryogen-free superconducting magnet, for studying a potential exchange of proton magnetization between the various proton pools [6].
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Tortuosity estimate through paramagnetic gas diffusion in multi-phase fluid systems saturating reservoir rock using $T_2(z, t)$ low-field NMR
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Petrophysical interpretation of $^1$H NMR relaxation responses from saturated rocks may be affected by the presence of oxygen dissolved in fluids. Oxygen shortens longitudinal and transverse relaxation times of proton-rich fluids due to the NMR paramagnetic relaxation enhancement (PRE) [1]. This effect may require a thorough correction to avoid misinterpretation of NMR signals. On the other hand, oxygen concentration diffusion resolved in time and space can be employed similarly to standard tracer techniques to study pore connectivity and wettability in multiphase systems.

We utilize relaxation time contrast between air-saturated and oxygen-free fluids to evaluate concentration diffusion rates of oxygen within two fluid phases saturating rock and to estimate the time required to establish equilibrium concentrations. The PRE effect on observed relaxation time is assumed to be a linear sum of oxygen-free bulk fluid relaxation rate and PRE related rate [1], [2] is given by

$$\frac{1}{T_{1,2}\text{obs}} = \frac{1}{T_{1,2}\text{pure}} + \frac{1}{T_{1,2}\text{O}_2}. \quad (1)$$

We employ a spatially-resolved $T_2(z, t)$ experiment [3] to derive a time-dependent oxygen concentration change $C_{O_2}(z, t)$ along the fully- and partially-saturated carbonate core plug exposed to air saturated oil at its inlet. This provides an effective mutual diffusion coefficient of oxygen and accordingly a tortuosity estimate. The difference in oxygen solubility in aqueous and oil phases as well as rock wettability state were used to isolate NMR response of oil phase.

The oxygen diffusion-based tortuosity is compared to conductivity-based tortuosity (both experimental and simulated) [4]. The latter is calculated on a full-size (2-in long and 1 inch in diameter) high-resolution micro-morphographic image of Mount Gambier limestone (the same core as in NMR experiments) by solving the stationary Laplace equation for conductivity.

We demonstrated the applicability of 1D relaxation technique to model for evaluation of pore connectivity in partially saturated water-wet rocks and tortuosity estimates per phase.

Figure 1 Left: Slice through CT image modified using capillary drainage transformation (CDT) to set fluid distributions assuming fully water-wet rock, $S_o=48.9\%$; Middle: Comparison of experimental $T_2$ distributions of a core fully saturated with water or oil in equilibrium with air / oxygen free state (MICP pore-aperture distribution is given for reference); Right: Change of oxygen concentration $C(z, t)$ as normalized fraction of solubility with time at different distances from the core inlet evaluated from the $T_2(z, t)$ experiment for the case of $S_o=100\%$.
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A new application of ionic liquid in predicting tortuosity factor in hierarchically porous silica monolith by means of PFG NMR
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Ionic liquids (ILs) are organic salts in the liquid state with low melting points, usually less than 100°C. Due to their novel physicochemical characteristics such as high polarity, good thermal stability and very low vapour pressure, ILs have been used in various fields of catalysis and organic/inorganic syntheses. However, in the present work, we will describe a new application of ILs in predicting tortuosity factors in hierarchically porous materials with a 3D pore network using NMR cryoporometry and diffusometry. The tortuosity factor, \( \tau \), can be expressed as [1]:

\[
\frac{1}{\tau} = \frac{D_{\text{pore}}}{D_{\text{bulk}}}
\]

where \( \tau \) is the tortuosity, \( D_{\text{bulk}} \) is the diffusivity in the unperturbed bulk phase and \( D_{\text{pore}} \) is the effective diffusivity in the pores.

The concept of NMR cryoporometry is to detect a temperature shift of the melting point of a probe liquid under confinement. In the present work we have used 1-Butyl-3-methylimidazolium trifluoromethanesulfonate, which is an IL and also called [BMIM][OTf], as a probe liquid for NMR cryoporometry and investigated how its melting point changes when it is confined in hierarchically porous silica monoliths [2], possessing micro- and/or meso-pores along with a 3D bicontinuous macro-pore network. With the use of Hahn echo sequence, the temperature of a solid-liquid transition on [BMIM][OTf] can be found by measuring the signal intensity of the liquid phase only, i.e. no signal from the solids.

Figure 1 – Melting curve plotted by the normalised intensity of Hahn echo signal of [BMIM][OTf] adsorbed in the meso- and macro-pores of a hierarchically porous silica monolith

[BMIN][OTf] in the bulk phase is known to exhibit the complete melting at approximately 18°C. The [BMIM][OTf] in the silica monolith also gives the melting point of 18°C as shown in Figure 1. Despite of a relatively large Gibbs-Thomson coefficient, \( k_{GT} \), of 340 K·nm for the [BMIM][OTf], this negligible temperature shift may result from a great proportion of macro-pores present in the silica monolith. However, the long tail at lower temperatures in Figure 1 indicates the presence of meso-pores in which the confined molecules of [BMIM][OTf] exhibit a shift of their melting point towards lower temperatures, thereby remaining in the liquid state even at around 9°C. We now conduct PFG NMR experiments with the 13-interval sequence at 9°C at which the molecules in the macro-pores are still in the solid state, in order to determine the effective diffusivity in meso-pores, \( D_{\text{meso}} \), and then, the tortuosity of the meso-pores, \( \tau_{\text{meso}} \). This kind of approach using ionic liquids can be very useful in probing hierarchically porous, complex systems and in characterising their textural properties.
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The knowledge of translational dynamics is important to understand the mechanism of glycerol/water in maintaining the structure of biological macromolecules and its cryoprotective role in living beings. New experimental insight into molecular interactions in this system could be achieved by the Modulated Gradient Spin Echo method (MGSE). This NMR method allows direct observation of the molecular velocity autocorrelation spectrum (VAS). Originally, MGSE was realized with a combination of CPMG RF-train and the interspersed gradient pulses or waveforms. The upper frequency of this technique is limited by the gradient coil induction to about 1 kHz. By applying the CPMG train simultaneously with a steady gradient field, the upper frequency is increased to a few tens of kHz depending on the available strength of magnetic field gradient.

By using the NMR mouse and 100 MHz NMR instrument, the MGSE measurements of glycerol/water solutions provide the VAS in the frequency range from 100 Hz to 10 kHz (figure 1). The results show that VAS of water molecules exhibits features not described by any known model. While the spectra of glycerol/water mixtures, which are similar to that of water at low glycerol concentration, changes in a completely new form at the higher glycerol concentration, the unusual form of the spectrum can be attributed to frequent contacts between water/water and water/glycerol molecules. Calculation of VAS by using a simple model of coupled Langevin equations gives the spectra that fits well to the experimental data assuming strong damped harmonic interactions.

Figure 1 – Velocity autocorrelation spectrum $D(\nu)$ of glycerol/water mixtures at different concentrations.
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Droplet size distributions (DSD) in emulsions can be measured with pulsed field gradient (PFG) nuclear magnetic resonance (NMR) experiments. The effects of droplet movement itself and molecular diffusion inside the droplets, leading to specific contributions to the signal decay. Pharmaceutical emulsions containing squalene oil, water and phospholipids or polyglycerin-polyricinoleat (PGPR) as emulsifier were chosen as model system [5]. O/W emulsions with phospholipids are common and can be produced with sizes ranging from several micrometers to 100 nanometers [6, 7]. These emulsions can be diluted for characterisation in laser diffraction or photon correlation spectroscopy. W/O emulsion with the same composition can be stabilized with PGPR, also allowing to produce nanoemulsions.

In this work several modelling approaches were evaluated and compared, one being the model after Murday and Cotts (MC) [2] assuming a lognormal distribution [3] and another being the regularization, using a generalized cross validation (GCV) [4]. The influence of droplet motion due to Brownian motion was considered, estimating the droplet movement according to the Stokes-Einstein law. The measured data was analysed applying Stokes-Einstein law extended to a droplet size distribution. Both effects, diffusion of molecules inside the droplets and movement of the whole droplet contribute to the signal decay in a PFG-NMR experiment. In order to identify the strength of contribution several parameters influencing the diffusion were adapted. Overall the effects of droplet movement were investigated by measurements at different temperatures, two defined droplet size distributions and switching continuous and dispersed phase. These investigations allow to distinguish between the effects of droplet movement itself and molecular diffusion inside the droplets, leading to specific contributions to the signal decay.

Figure 1 – Signal decay of an emulsion varying the gradient delay $\Delta$ visualizing the time dependency due to droplet movement.

Pharmaceutical emulsions containing squalene oil, water and phospholipids or polyglycerin-polyricinoleat (PGPR) as emulsifier were chosen as model system [5]. O/W emulsions with phospholipids are common and can be produced with sizes ranging from several micrometers to 100 nanometers [6, 7]. These emulsions can be diluted for characterisation in laser diffraction or photon correlation spectroscopy. W/O emulsion with the same composition can be stabilized with PGPR, also allowing to produce nanoemulsions.
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Restricted diffusion and higher order relaxation modes – A combined approach utilizing DT2 to extract pore-sizes without calibration
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One of the primary applications of NMR in Geosciences is estimating pore-size distributions (PSD). Generally, two types of experiments can be used; (i) relaxation time measurements (mostly T2) or (ii) diffusion measurement. Relaxation time data can provide PSDs but calibration is necessary as surface relaxivity (ρ) is typically unknown. Diffusion measurements can yield pore-size information without calibration in case of restricted diffusion, i.e. for small pore-sizes. Further, diffusion measurements commonly provide estimates of mean pore-sizes instead of PSDs.

Recently, approaches have been presented to overcome some of these limitations. A methodology that allows for estimating a mean pore-size and ρ directly from relaxation time measurements without calibration has been presented in [1] in the case of narrow PSDs and large pores. This approach refers to non-fast diffusion conditions that cause higher order relaxation modes (HoRM). Combined diffusion and relaxation time experiments (DT2) have been used to estimate surface relaxivities [2] and therefore pore-sizes without calibration. The authors proposed an improved physical model to calculate restricted diffusion for broad PSDs. However, the impact of non-fast diffusion is neglected.

We have developed a forward algorithm that allows to calculate DT2 data including both non-fast diffusion conditions and the improved model for restricted diffusion. This is motivated by (i) accurately modelling the physics for material that contains large pores and (ii) the expectation that restricted diffusion for smaller pores and non-fast diffusion present in larger pores almost perfectly supplement each another when estimating pore-sizes. Consequently, we postulate improved pore-size (and ρ) estimates using this model. To evaluate this postulation, we first defined a complex pore model consisting of four isolated pores (20 µm, 50 µm, 150 µm and 0.5 mm) with different relative intensities (1, 0.1, 0.1, 1). Second, for this pore model we calculated the corresponding DT2 values using the improved model that includes HoRM (Fig. 1d). Based on these DT2 values synthetic data is calculated (Fig. 1a). Finally the synthetic data is inverted for a smooth DT2 distribution (Fig. 1e) as in [2] smooth DT2 distributions are used to estimate pores-sizes. Even though the data can be well explained (Fig. 1b) by the estimated model, details of the true model are not well resolved (both HoRM and the mid-range pores). It appears plausible to estimate reliable pore-sizes and ρ for the smallest pore (20 µm) as restricted diffusion is present but uncertainties for the largest pore (0.5 mm) will potentially be high as restriction is weak (but needs to be evaluated in more detail) and the two mid-range pores are not captured at all. Thus, even though successfully used in [2], smooth inversion appears inappropriate to extract all necessary details, especially HoRM that would help to improve pore-size estimation for larger pores as shown in [1].

In analogy to our experience when extracting HoRM from smooth T2 distributions this is, not suprising considering the limited resolution of a smooth inversion. We therefore extended our inversion algorithm from [1] to directly estimate pore-sizes and ρ from DT2 data without inverting for a smooth distribution. Not unexpectedly, two discrete pores (20µm and 0.4mm) are already sufficient to explain the synthetic data (Fig. 1c). Note, the discrete DT2 model (Fig. 1f) is a calculated DT2 distribution from the estimated pore-sizes. We found large pores to be well estimated, thanks to HoRM, but as a mixture of the two largest pores. The small pore is well estimated too, thanks to restricted diffusion. The mid-range pore (150µm) is, still not detected. However, currently this is rather a proof-of-concept and detailed analyses and comparison of uncertainties are necessary. Nevertheless, we expect further improvements using at least two different diffusion observation times.

Figure 1 – Synthetic modelling and inversion assuming a multi-pore model. Modelling: pore-sizes [20 - ●, 50 - ▲, 150 - ■, 500 - △] µm and 20 µm/s surface relaxivity. Gray scale of the symbols represent the intensity of the DT2 value. Higher order relaxation modes appear for 150µm and 0.5mm with the symbol for the corresponding pore-size. Measurement parameter: 30ms big delta, 3ms little delta, gradient [0.05-0.5] T/m, 0.5% Gaussian noise.
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Polymer size and molecular-weight distribution (MWD) are important parameters in polymer characterisation. DOSY experiments are in principle capable of revealing both the molecular weight and its distribution via the self-diffusion coefficient distribution (DCD). Systematic characterization of polymer solutions and determination of these parameters is essential for an in-depth understanding of the polymeric macromolecular structures and their dynamic and transient properties. In this work PFG-NMR self-diffusion experiments on two different polymers (PS, PMMA in CDCl3) covering a wide range of molecular weights Mw, polydispersities PDI and concentrations C have been performed to study the influence of molecular weight and polydispersity on the diffusion measurement. The acquired NMR (Bruker Avance 200 MHz SWB tomograph equipped with a Diff30 probe with 5 mm inner diameter at 20°C) signal attenuation S is expressed in one model as

\[ S(k) = S_0 \int_0^\infty P_G(D) \exp(-kdD) \, dD = S_0(1 + k\sigma^2_\text{m}/D_\text{mean})^{-\Delta \sigma^2_\text{m}/\sigma^2_\text{G}} \]  

(1)

where \( P_G(D) \) is the gamma distribution function [1] describing the distribution of diffusion coefficient D with the mean value \( D_\text{mean} \) and the width \( \sigma_G \). k is defined as \( k = (\gamma g\delta)^2(\Delta - \delta/3) \), \( \gamma \) is the proton magnetogyric ratio, g is the gradient, \( \delta \) is the gradient pulse duration and \( \Delta \) the diffusion time.

Figure 1a shows exemplarily the measured diffusion coefficients for different polymer samples (\( M_w = 7589 \) to 263022 g/mol) in CDCl3 at different concentrations ranging from 0.2 wt% to 7.3 wt%. It is seen that the higher \( M_w \) and C, the smaller \( D_\text{mean} \). At concentrations lower than 2 wt% there is almost no significant dependence of the diffusion coefficient on C. Further increase in the concentration leads to the decrease in the diffusion coefficient due to polymer interaction [2]. Moreover, to determine MWD, PDI of the polymer can be related to the DCD (\( D_\text{mean}, \sigma_G \)) determined from the NMR experiment, given by

\[ PDI = \frac{M_w}{M_n} = \frac{(M^2)}{(M)^2} = \left(1 + \frac{\sigma_g^2}{D_\text{mean}^2}\right)^{1/2} \]  

(2)

where \( \alpha \) is a scaling parameter [1], which may depend on the properties of polymer and solvent.

Figure 1b illustrates the relation between \( \alpha \) and \( C \cdot M_w \) for the polymers corresponding to those in Fig.1a. It is interesting to find that the scaling parameter \( \alpha \) approaches a constant 0.51 ± 0.06 for the polymers (PS, PMMA in CDCl3) studied in the present experiments at the concentration up to 7.3 wt%. This value agrees fairly well with those for other polymers, e.g. \( \alpha = 0.53 - 0.55 \) for PEO polymers in D2O [3].

The present study has confirmed that PFG NMR can be used to determine the MWD from the DCD by analyzing the acquired NMR signal decay with a gamma distribution model as well as the carefully predetermined scaling parameter. Above the critical concentration, PFG-NMR gives additional insight into the polymer interactions. Data processing will be compared with other models, e.g. the tailored norm regularisation method [4].

![Figure 1](image1.png)

**Figure 1** – (a) Diffusion coefficients with the mean value \( D_\text{mean} \) and the width \( \sigma_G \) and (b) scaling parameter \( \alpha \) for different polymer samples at different concentrations ranging from 0.2 wt% to 7.3 wt%.

Acknowledgements

We gratefully acknowledge the financial support from the German Research Foundation (DFG SFB 1176 Project Q2).

References

1H PFG NMR for Characterizing Interactions of Potential Electrolytes and Electrode Materials
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With regard to post lithium-ion battery technologies, metal–air batteries are currently receiving revived interest, particularly focusing on secondary systems because this type of battery possess two- to tenfold higher theoretical energy densities compared to lithium-ion technologies [1]. Since metal–air batteries require a continuous oxygen exchange from the ambient atmosphere through the cathode, the major challenging factors of metal–air systems as secondary batteries are the limitations due to the wetting properties of the cathode and the evaporation/carbonization of the electrolyte. To overcome these issues, new ionic liquid electrolytes or mixtures of water and ionic liquids are being investigated.

Knowledge of electrolyte mobility in pores and interactions with pore surfaces at the electrode is required to systematically improve pore structure and surface morphology in order to provide an optimized surface area for a particular electrolyte [2]. Monitoring electrolyte–electrode interactions requires a detailed description of the pore morphology and permeability, where NMR methods allow us to conclude on diffusion processes in solvation layers. As shown in Figure 1, diffusion processes of ionic liquid electrolytes in electrode materials can be contradiuctive to the expected behavior of liquids in porous materials. For a fully saturated porous air electrode [Figure 1a] a broad line is observed whereas distinct peaks and an increased mobility are prominent for a partly saturated system [Figure 1b]. This indicates that motion of ionic liquids in porous hosts is more complex than what is commonly exhibited by fluids; hence a multimodal investigation is essential for an adequate description of mobility and wetting. The directly accessible information of molecular displacement afforded by 1H PFG NMR is an invaluable tool to gain insights on different ionic liquid distribution and motion in porous electrodes.

To characterize porous electrode materials and feasible electrolyte compositions for metal–air systems a series of ionic liquid/water electrolyte mixtures is assessed in terms of their interactions with carbon black electrode material. The diffusion behavior of the ionic liquid/water electrolyte mixtures is studied by PFG NMR for pressed Vulcan carbon black of different porosities and cathode layers prepared via electrospinning of polyacrylonitrile solutions with subsequent carbonization. The results are compared with nitrogen adsorption (BET) and water vapour methods to gain additional information on the wetting behaviour and triple phase boundaries.

![Figure 1](image-url) – Diffusion coefficient distribution of an ionic liquid electrolyte inside pressed carbon black electrode material measured by 1H-PFG NMR: (a) fully loaded with ionic liquid (b) loaded with 1/3 of the initial amount.
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Diffusion in crowded media occurs in various contexts, ranging from intracellular biological processes [1], protein-DNA attractions [2], to polymers diffusing among fixed nanoparticles [3]. The diffusion is expected to decrease due to the excluded volume of obstacles. Additional interactions between diffusing molecules and crowding particles, such as electrostatic interactions, can lead an additional hindrance. The present work aims at answering the following question: how does the diffusion depend on the properties of the crowding medium?

To address the latter question, we have measured the self-diffusion of carboxylated molecules by Pulsed Field Gradient NMR experiments in a crowded medium. For that purpose, we designed an experimental system made of of carboxylated molecules of various sizes, from a simple carboxylate (propionate) up to polyelectrolytes (sodium polyacrylate, PAANa), diffusing in aqueous dispersions of silica nanoparticles. The molecules and particles are both negatively charged and their charge can be continuously adjusted with pH.

The preliminary results show a steeper decrease of the diffusion in the presence of negatively charged obstacles than with uncharged obstacles, showing the additional hindrance of the electrostatic interactions. This effect increases with the concentration of silica nanoparticles (see fig 1). The influences of the size of the diffusing molecules and the charge of the molecules and the particles, both controlled by the pH of the suspensions, will be discussed and compared with models from the literature [4].
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Spatially resolved, under-sampled propagators and imaging of carbonate rock dissolution

A.A. Colbourne, A.J. Sederman, M.D. Mantle, L.F. Gladden

Magnetic Resonance Research Centre, Dept. of Chemical Engineering and Biotechnology, University of Cambridge, Cambridge, CB3 0HE, UK

Dissolution of a porous rock matrix by an acidic flow causes a change in the pore structure and subsequently the pattern of fluid flow [1,2]. The governing factors for the changing of the pore space are related by the Péclet (Pe) and Damköhler (Da) dimensionless numbers, comparing the transport properties of the fluid in the porous medium with the reactive properties of the solid matrix and the incident fluid [2,3]. Fluid flow rate plays a primary role in determining under what dissolution regime the reaction progresses: from more uniform dissolution at high Pe and low Da, through different “wormholing” regimes to face or compact dissolution at very low Pe and high Da. Here we use NMR propagators as well as imaging and relaxation measurements to monitor the changes in the pore space and fluid flow as a function of reaction progress of the dissolution of Ketton limestone core-plugs with 10 L of 0.01 M HCl at 2, 5, 10 and 50 mL / min.

**Figure 1** – 2D difference images of a 5 mm thick, cross-sectional slice centred 4 mm from front of the rock core plug. Cores are 38 mm in diameter. Images are shown after a total volumetric flow of 10 L at flowrates of A) 2 mL min⁻¹, B) 5 mL min⁻¹, C) 10 mL min⁻¹ and D) 10 mL min⁻¹. Increasing flow rate correlates with increasing delocalisation of dissolution.

**Figure 1** shows the dependence of reaction mode on flow-rate: fewer, larger wormholes are observed at lower flow rates, these increase in number until at 50 mL min⁻¹ where the wormholes formed are “ramified” in nature. Undersampled NMR propagators are used to monitor the transport in the rock core plugs during reactive flow, and investigate the fluid behaviour related with the different reaction modes.

**Figure 2** – Normalised sums of the flowing and stagnant regions in the 2 and 10 mL / min propagator measurements at the same longitudinal position as the 2D images in **Figure 1**.

The propagator can be separated into a peak from the stagnant region corresponding approximately to a gaussian centred on zero displacement – the width proportional to the diffusion coefficient – and a flowing region corresponding to the remaining signal. **Figure 2** shows how the proportion of fluid in the flowing and stagnant regions changes as a function of reaction progress: a steady reduction in the proportion of flowing spins and corresponding increase in stagnant spins. The beginning of this transition signals the point at which fresh acid has penetrated to a particular region of the core. The behaviour thereafter gives information on the mode of reaction present.
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Enhanced Gas Recovery (EGR), in which injected (and hence sequestered) CO$_2$ is used to increase natural gas production, has never been practiced industrially from the start of a gas field development despite presenting both significant operational (increased natural gas production) and environmental (secure CO$_2$ sequestration) benefits [1]. Primarily this lack of adoption is due to uncertainty regards the extent of mixing of the injected supercritical CO$_2$ and the nascent natural gas, possibly resulting in unacceptable contamination of the natural gas product. Reservoir simulations that accurately capture the CO$_2$–natural gas mixing processes are essential if EGR is to be adopted. The mixing process is adequately captured by the full dispersion coefficient ($D$):

$$D = \left( \frac{D}{t} \right) I + \frac{\alpha_T}{\Phi} I + \frac{(\alpha_L-\alpha_T)}{(\tau L)} \frac{\varphi}{2} \varphi \frac{v^2}{T},$$

where the molecular diffusivity for CO$_2$–CH$_4$ mixtures, the longitudinal dispersivity, transverse dispersivity and the tortuosity are denoted by $D$, $\alpha_L$, $\alpha_T$, and $\tau$ respectively. Here we report on the use of NMR measurements to determine $\alpha_L$, $\alpha_T$, and $\tau$ and their validation for EGR CO$_2$–natural gas core flooding processes under reservoir/supercritical conditions.

Specifically we use in-situ time-resolved NMR 1D axial profiles to determine the dispersion coefficient ($D$) for a CO$_2$-CH$_4$ core flood; via comparison with traditional effluent analysis using IR [2] we are able to quantify and eliminate the erroneous contribution of entry/exit and edge effects in the core flood. We also measure tortuosity ($\tau$) using traditional PFG techniques and use this measurement to validate the dispersion coefficient measurement as velocity approaches zero. This is performed for both a range of sandstone and carbonate rock cores. The final dispersivity data ($D$ - Peclet number ($Pe$) relationship) will be presented in a format which is readily incorporated into EGR simulations.

We subsequently have proceeded to adapt our apparatus and methodology to also incorporate residual or connate water [3]. Multi-dimensional MRI was used to confirm the even distribution of residual water in the rock cores; a variable direction centrifuge procedure was established to ensure this. NMR $T_2$ relaxation measurements were used to confirm the pore size distribution occupied by the residual water phase – sample results are shown in Figure 1. Residual water was found to distinctly occupy the smaller pores, which resulted in an increase in gas dispersion (of up to an order of magnitude) for all rock cores considered. We will conclude by detailing methodology to determine the tortuosity of these partially saturated rock cores, again using PFG techniques.
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**Figure 1** – Distributions of $T_2$ relaxation (and hence ~pore size) for (a) Berea and (b) Donnybrook sandstones. The upper panel (created by subtraction of the solid trace from the dashed trace in the lower panel) shows the $T_2$ (and hence ~pore size) distribution essentially occupied by the supercritical gas phase.
Improvement of NMR-based Measurement Accuracy in Tight Sandstone Porosity and Pore Distribution

Y. L. Zhang, Y. W. Gao, F. Wu, Y. Yang, P. Q. Yang
Shanghai Niumag Electronic Technology Co., Ltd., 200333, Shanghai, China.

Introduction

Nuclear magnetic resonance (NMR) technology is an effective method for studying fluid state of sandstone reservoir, but tight sandstones are characterized as fine porosity and fast transverse relaxation[1]. As a matter of fact, the instinct limitation of the shortest echo interval of classic CPMG sequence makes itself less accurate to meet the assessment standard in petroleum industry. The main reason what leads to low nuclear magnetic porosity in tight sandstone is that the short relaxation component $T_2 < T_E$ is undervalued. So for measuring nuclear magnetic porosity and distribution of tight sandstone, need a method can reduce the influence of non-uniform magnetic field (the main magnetic field, the core internal gradient field) and dead time of coil, as far as possible to near zero moment of nuclear magnetic resonance (NMR) signal. In order to improve testing accuracy, the MSE-CPMG sequence is used to measure tight sandstone originally.

![Figure 1 – Timing diagram for the MSE-CPMG sequence.](image)

In experiment, for the initial time of MSE sequence sampling is approximate 20us which sharply enhanced the capability in detecting of ultrashort $T_2$ relaxation components and can reflect the information of the pore fluid more completely compared to classic CPMG sequence that use 200us for the first sample. Furthermore, the spectral inversion of MSE-CPMG presented characteristics of short $T_2$ relaxation components in a way better than that of CPMG sequence.

### Table 1. NMR porosity and porosity by weighting of 10 tight sandstones.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Porosity by Weighing (%)</th>
<th>NMR porosity by CPMG (%)</th>
<th>Relative error (%)</th>
<th>NMR porosity by MSE (%)</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.03</td>
<td>5.76</td>
<td>-17.99</td>
<td>6.76</td>
<td>-3.71</td>
</tr>
<tr>
<td>2</td>
<td>6.97</td>
<td>5.26</td>
<td>-24.55</td>
<td>6.29</td>
<td>-9.68</td>
</tr>
<tr>
<td>3</td>
<td>6.89</td>
<td>5.59</td>
<td>-18.87</td>
<td>6.81</td>
<td>-1.15</td>
</tr>
<tr>
<td>4</td>
<td>6.89</td>
<td>5.39</td>
<td>-21.75</td>
<td>6.41</td>
<td>-6.95</td>
</tr>
<tr>
<td>5</td>
<td>6.63</td>
<td>4.82</td>
<td>-27.38</td>
<td>5.99</td>
<td>-9.70</td>
</tr>
<tr>
<td>6</td>
<td>5.37</td>
<td>4.06</td>
<td>-24.41</td>
<td>4.94</td>
<td>-7.88</td>
</tr>
<tr>
<td>7</td>
<td>6.48</td>
<td>4.86</td>
<td>-25.01</td>
<td>5.90</td>
<td>-8.89</td>
</tr>
<tr>
<td>9</td>
<td>6.78</td>
<td>5.29</td>
<td>-22.00</td>
<td>6.23</td>
<td>-8.13</td>
</tr>
<tr>
<td>10</td>
<td>8.98</td>
<td>7.43</td>
<td>-17.23</td>
<td>8.57</td>
<td>-4.58</td>
</tr>
</tbody>
</table>

The results of NMR experiment for 10 tight sandstone show that the relative error of nuclear magnetic porosity and water-filled porosity is controled under 10%, the method of MSE-CPMG sequence increased measurement precision in water of tight sandstone pore significantly, satisfied the requirement of the oil industry standards. The method displays certain practicability and opens the opportunities to be integrated into NMR techniques in detection of tight sandstone reservoir.
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Low-field (LF) NMR-based Characterization of active pore distribution during natural gas accumulation

F. Wu, Y. L. Zhang, Y. W. Gao, Z. Y. Xie, P. Q. Yang
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In the process of gas reservoir formation, the regulation of pore remained in the rock is the key point in natural gas geology, but the traditional experimental technology cannot provide the displacement process of natural gas in different size of the pore. The low field NMR as a unique technique to characterize the distribution of pore fluid has been widely used in Petrophysics [1]. With the help of the low field NMR real time displacement measurement platform, we obtained the active pore distribution during natural gas accumulation, and quantitative evaluated the effect of the displacement differential pressure, pore pressure and time on natural gas accumulation. The platform and the method create favorable conditions for the research of natural gas reservoir formation mechanism.

Figure 1 – The displacement process of natural gas in different size of the pore.

Use NMR measureing the displacement process of rock under different displacement pressure difference by the T2 relaxation distribution of the remaining fluid, to deduce the gas pore of methane under the differential pressure, through the transformation model of relaxation time and pore diameter (Equation 1), obtaining methane gas saturation distribution of pore under different displacement pressure difference (figure 1). Then provide the displacement process of natural gas in different size of the pore (figure 2).

\[
\frac{1}{T_2} = \rho \frac{S}{V} = \frac{1}{r}
\]

(1)

Figure 2 – the active pore distribution during natural gas accumulation.

The experiment obtained the active pore distribution during natural gas accumulation. It can be divided into three step, step 1 when displacement differential pressure is less than 2.5 MPa, gas mainly exist in the pore of 1 ~ 10 um with the increase of displacement pressure difference, the methane gas saturation increases rapidly and the gas saturation of pore those diameter is less than 1 um changes little in the process. Second step 2 after the macropore is close to saturation (displacement differential pressure 2.5 MPa), the gas began to pour into small pore, but there will have a certain amount of residual water can't be displacement out (displacement pressure 2.5 ~ 12 MPa). Step 3 experimental differential pressure is not enough to the rest of the water in the small pore, T2 relaxation distribution has changed little, defining the rest of water as for bound water (displacement differential pressure 12 ~ 30 MPa).
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High temperature fast field cycling study of crude oil

A. Lozovoi\textsuperscript{a}, M. Hurlimann\textsuperscript{b}, R. Kausik\textsuperscript{b}, S. Stapl\textsuperscript{a}, C. Mattea\textsuperscript{a}

\textsuperscript{a} Department of Technical Physics II, TU Ilmenau, P.O. Box 100 565, 98684 Ilmenau, Germany; \textsuperscript{b} Schlumberger-Doll Research, One Hampshire Street, Cambridge, Massachusetts 02139, United States

Nuclear magnetic resonance (NMR) has been widely used to study crude oil both in bulk and in rock reservoirs. Among other NMR methods, fast field cycling (FFC) relaxometry is of a particular interest for the laboratory research of oils, since it provides an opportunity to obtain information about the oil composition and molecular dynamics from a distribution of longitudinal relaxation times $T_1$ as a function of Larmor frequency. Creating conditions similar to the oil wells, e.g. pressure, temperature, etc., allows one to predict the behaviour of the aforementioned oil characteristics in a borehole. This information helps to significantly improve the efficiency of oil extraction and transportation.

Conventional FFC probes do not provide an opportunity to perform measurements at the in-situ well temperature, which can exceed ~170-175°C. Therefore, the prediction of the features of the $T_1$ distributions at that temperature has been made based solely on theoretical modeling and extrapolations from laboratory measurements. To improve the situation in this field and carry out direct experiments at these conditions, a high-temperature probe suitable for use in Stelar Spinmaster FFC2000 has been designed and constructed. This allows FFC experiments to be performed at temperatures up to 200°C.

Crude oil samples with known SARA (saturate, aromatic, resin, asphaltene) composition analysis were provided by Schlumberger-Doll Research for the high-temperature FFC study. As is well known, crude oils are a complex mixture of different molecules with a broad range of sizes, shapes and properties, resulting in a complex molecular dynamics. Consequently, their NMR response cannot be described by a single relaxation time and one has to assume a broad distribution of $T_1$. One way of obtaining it is an application of the one-dimensional inverse Laplace transform (ILT) [1].

The focus of this research was put on investigating the effect of asphaltene molecules in crude oils on the $T_1$ relaxation time distribution at well-like high temperatures. This is of particular interest since the influence of even small amount of asphaltene on the rheological properties of oil is significant because of the tendency of these molecules to form porous aggregates. The mechanism of aggregation is not clearly understood and several models for this process can be found in the literature [2]. In this work, oils with different asphaltene content (12.9%, 6.6%, 0%) were studied. The measured longitudinal relaxation decays were recalculated into the distributions of $T_1$ with the use of an ILT procedure. Resulting relaxation spectra for a range of frequencies from 0.01 MHz to 25 MHz at temperatures up to 170°C are shown in Figure 1.

![Figure 1 – $T_1$ relaxation times distributions for crude oil with 12.9% asphaltene content for 3 temperatures obtained with the use of Inverse Laplace Transform](image)
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PETROPHYSICAL STUDY OF RESERVOIR ROCKS BY MAGNETIC RESONANCE IMAGING WITH SPIRICAL SPRITE METHOD
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Nuclear Magnetic Resonance (NMR) has played an important role in formation evaluation for the last 25 years, contributing to both log and laboratory measurements, and providing fast and accurate ways of measuring petrophysical properties such as irreducible saturation and wettability, capillary pressure and pore size distribution, fluid distribution and relative permeability curves. For this work, a high field 100 MHz MRI and a low field 8.55 MHz NMR relaxometry were used. We used the 3D SPIRICAL SPRITE pulse sequence (Single Point Ramped Imaging with T\textsubscript{1} Enhanced) \cite{1}. 16 samples from 8 reservoirs (sandstones, fractured carbonates, tight oil and shaley sands) were selected and measured for porosity, irreducible saturation, core flooding parameters and T\textsubscript{2} distribution maps. All measurements were carried out at MRI Research Centre, University of New Brunswick (UNB) as part of a collaboration between ENI and UNB. The results demonstrate that the SPRITE method provides accurate measurements also in complex rocks. The study confirmed also that low field NMR is better than high field in tight sands having short T\textsubscript{2}’s and strong inhomogeneities of the internal magnetic fields due to the presence of clay minerals.

![T\textsubscript{2} (µs) before and after centrifugation](image1)
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Hydrodynamics and 2D NMR characterization of wettability and viscosity in saturated rocks
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In porous media, such as rock, influenced by wettability, oil viscosity and pore geometry, the hydrodynamics is extremely complex and it is difficult to characterize. However, it is critical for developing oil production plan and oil recovery. Researches have been done on qualitative interpreting NMR response of wettability [1,2,5] and NMR simulation by assuming the shape of fluid distribution. But the real distribution of fluid is complex because of wettability and pore geometry. This makes the interpretation of NMR response difficult. This paper is focused on the combination of the simulation of distribution of oil and water in saturated rock under the influence of wettability and viscosity and two dimensional NMR characterization of the complex system[2,3,4]. The explicit force LBM with multiple relaxation method can be applied to high viscosity fluid and wettability simulation. Then based on the results of fluid distribution, two dimensional nuclear magnetic resonance response is simulated in saturated rocks. This method can provide deep interpretation of the wettability characterization on NMR response. Figure 1 is the digital rock sample and the fluid distribution affected by wettability.

An example of fluid distribution influenced by wettability and saturation is simulated by this method, and 2D NMR simulation in a rock core based on fluid distribution are implemented. The simulation results is shown in figure 2 columns 1-4. The distribution simulation of water and oil in saturated rock provides us the information of how the fluids interact with the pore wall and their distributions, which contributes to the understanding of NMR response simulation. When only wettability and saturation are considered, the results show the surface relaxation effects and diffusion coefficient of the wetting phase would decrease. It is because that interacting with pore walls, surface relaxation of wetting fluid accelerates its relaxation. Confined by the walls, the diffusion coefficient also declines[2]. With saturation increasing, T2 relaxation time and diffusion coefficient shift to high value, because the ratio of contacting surface area to volume decrease and volume increase. Besides, influence of mixed wettability on fluid distribution and 2D NMR characterization is simulated and the relationship is built between wettability index and surface relaxation. Based on those simulation and theory, we would do some experiment to testify the simulation.

At last, viscosity is also included. Viscosity has little influence on fluid distribution. But it would lead to much more residual oil and cost much more time and higher pressure to displace. Wettability also increase the capillary pressure of rock core as shown in figure 1 columns 5. As a nonwetting phase, the higher viscosity shifts the T2-D map to smaller T2 distribution and diffusion coefficient. But as the wetting phase, when we increasing the viscosity, the T2D map shows the complex changes as shown in figure 2 column 5 which would be talked about in future work.

Figure 1-Fluid distribution affected by wettability in rock core, red is oil and blue is water. Column1 is rock sample, columns 2-4 is fluid distribution affected by oil wetting, mixed wetting and oil wetting, column 5 is displacement with different viscosity and wettability.

Figure 2-NMR simulation of different wettability and saturation. Row 1 water wetting with increasing water saturation and row 2 is oil wetting with increasing oil saturation. Column 5 is high viscosity oil distribution and as wetting phas 2D NMR simulation result.
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Pore scale analysis of NMR response in laminated rock with digital rock
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Nuclear Magnetic Resonance (NMR) well logging is an effective method for oil and gas exploration, which could detect the information of rock pore fluid directly, thereby providing valuable parameters such as porosity, permeability and pore size distribution to realize the reservoir parameters determination, fluid identification and evaluation. However, it’s still facing some problems that using wireline NMR logs to identify and evaluate thinly laminated reservoirs due to its complicated responses and the limitation of tool’s resolution, and pore coupling between micro-pores and macro-pores also impede NMR rock typing. In order to analyze the NMR properties of laminated sandstones, a pore scale thinly bedded digital rock model is reconstructed via process based method [1]. Firstly, the dynamic grain sedimentation process is simulated by sphere grain packing under the action of gravity and other external forces, and then following by the compaction and diagenesis algorithm. As shown in Fig.1(a), it’s the forward pore scale laminated formation model reconstructed of two different kinds of rocks with different grain size distributions, and Fig.1(b) represents the pore network distribution of the digital rock. And then Lattice Boltzmann Method (LBM) is used to determine the fluid concentration with different water saturations. Finally, the random walk algorithm is adopted to simulate the echo train signals acquisition with CPMG pulse sequence under certain magnetic field gradient, which is widely and universally used in downhole wireline NMR logging [2, 3].

We analyze the sensitivity of NMR $T_2$ distribution to the presence of micro-pores and macro-pores bedded sedimentary formation. The results of brine saturated laminated formation under different surface relaxivity and magnetic field gradient contrast shows that NMR $T_2$ relaxation response do not influenced by the pore size distribution, but also the diffusional pore coupling, transverse relaxation shows clear bimodal distribution when the surface relaxivity of micro-pore layer is relatively large, while decreasing the the surface relaxivity of micro-pore layer will escalate the pore coupling, which cause the $T_2$ distribution becomes unimodal. In order to further convince the diffusional coupling, a fractal discrete fracture network (FDFN) model is adopted to generate several fractures between different layers[4]. The results shows that the fracture-pore diffusional coupling will also change the morphology of $T_2$ distribution. Correctly understanding of this pore coupling phenomenon will substantially lead to better interpretation of wireline NMR logs in thinly beded or other inhomogeneous reservoirs with complex pore structure. And then we also simulate the $T_2$-D maps of the laminated rock under different water saturations, which can be further used to investigate the quantitative relationship between NMR signal and fluid saturation.

![Figure 1](image1.png)

**Figure 1** – laminated digital rock model and its pore network

![Figure 2](image2.png)

**Figure 2** – laminated rock: $T_2$ distribution (a) of different surface relaxivity contrasts, (b) including planar fractures of different thickness
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Permeability of water flow in CH₄ hydrate-bearing quartz sand
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Gas hydrates are crystalline compounds where water molecules form a cage structure occupied by small gas molecules. Natural gas hydrates occur at high pressures and low temperatures in permafrost and sub-marine environments. They contain vast amounts of natural gas that is predominantly composed of methane [1]. The occurrence of a solid crystalline phase in the sediment pore space reduces the volume available for fluid transport and consequently the permeability of the geological formation. Although the permeability is a key factor for understanding and predicting mass transport in gas hydrate settings, it is not well understood how the formation or dissociation of gas hydrates in the pore space of marine sediment alters the permeability and the flow characteristics of the involved phases. State-of-the-art petrophysics simulation codes use theoretically derived permeability equations that are hardly backed by experimental data. The reason for the insufficient validation of the model equations is the difficulty to create gas hydrate bearing sediments in the laboratory that have undergone formation mechanisms equivalent to the natural process and have a well-defined gas hydrate saturation.

We designed an experimental set-up that enabled us to measure changes of water permeability in CH₄ hydrate-bearing quartz sand with known gas hydrate saturation and distribution. It is based on a NMR-transparent flow-through pressure cell that can sustain pressures up to 15 MPa and is temperature controlled in the range from 5 °C to 15 °C [2]. We formed methane hydrates in quartz sand from a methane-saturated aqueous solution and used a multi slice spin echo imaging pulse sequence to get time-resolved images of the sample volume during water flow. The acquisition time for one set of images was 128 seconds. Maps of the gas hydrate saturation were obtained by calculating the normalized difference of the images and a gas hydrate free reference image. These maps were included into 3-D Finite Element Method simulations. In our simulations, we tested five different permeability equations and constrained the equation parameters by finding the best possible matches between simulation results and experimentally measured pressure differences during water flow. The tested permeability equations were the modified Stone equation [3], the van Genuchten/Parker equation [4,5,6], the pore filling Kozeny grain equation [7], the Civan [8] equation and an equation that is used within the CMG Stars reservoir simulator [9]. All suitable permeability equations include the term \((1-S_H)^n\), where \(S_H\) is the gas hydrate saturation and \(n\) is the constrained exponent. The most basic equation for the description of the permeability behavior of water flow through gas hydrate bearing sand turned out to be

\[
k = k_0 (1 - S_H)^n.
\]

In our experiments, \(n\) was determined to be 11.4 (±0.3).

![Figure 1 – Water permeability as function of gas hydrate saturation.](image)
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A New Method for measuring the wettability of porous media by In-situ NMR Water Vapor Isotherm Technique
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The wettability of the porous structure within rocks, is one of the key parameters that determine the hydrocarbon recovery factors and the fluid flow through those rocks. Consequently, wettability is one of the essential input variables for geophysical models that predict fluids flow through reservoir rocks. Wettability is often used as a distinguishing characteristic of materials, designating them as hydrophobic, or hydrophilic. However, wettability is not just a material parameter characteristic of a given rock, e.g. sandstone or carbonate, but depends on other factors as well, such as surface roughness, surface area, existence of primary adsorption sites, and specific ion effect.

NMR Water Vapor isotherm could provide insight into the molecular dynamics at the interface by analyzing different total amount of adsorbed water vapor and shapes of the measured water vapor isotherm as a function of relative vapor pressure for hydrophilic and hydrophobic surfaces. Since the NMR water vapor isotherm is affected not only by water molecule affinity but also by other factors controls wettability of pore surface, it should be able to measure wettability of interior pore surface of porous materials. Additional advantage of NMR water vapor isotherm wettability measurement is it can accurately measure the wettability of nano sized pore surface since gas is injected instead of liquids from other conventional wettability measurement methods.

The experimental results shows the clear differences in the NMR water vapor isotherm curves from water- and oil-wet model porous materials. The experimental results along with the concept of a new method for quantifying wettability index will be presented.
Asphaltene porous aggregates in crude oil investigated by aromatic and fluorine containing tracers: a relaxometry and DNP study

Siegfried Stapf1, Amin Ordikhani-Seyedlar1, Artur Lozovoi1, Carlos Mattea1, Oliver Neudert1, Ravinath Kausik2, Denise E. Freed2, Yi-Qiao Song3, Martin D. Hürlimann2

1Dept. of Technical Physics II, TU Ilmenau, PO Box 100 565, 98684 Ilmenau, Germany; 2Schlumberger-Doll Research, One Hampshire Street, Cambridge MA 02139, USA

Asphaltenes are a class of medium-sized PAHs present in most crude oils that are conventionally NMR-invisible due to their short relaxation times. Quantification of asphaltenes requires an elaborate process of precipitation that cannot be done in the borehole, yet a sudden change of composition or concentration of asphaltenes poses a severe threat to the production infrastructure. An indirect detection appears possible by the effect that asphaltene has on the general viscosity and relativity of the remaining molecules, the so-called maltene. However, while the relation of NMR relaxation times and diffusion coefficients with overall viscosity and molecular size in a typical oil composition has been established, this relation breaks down in the presence of significant amounts of asphaltene. DFT and experimental data suggest that aromatic molecules, probably supported by a process called π–π-stacking, have longer interaction times with the asphaltene aggregates, leading to shorter NMR relaxation times and enhanced DNP factors employing the radicals contained in asphaltenes.

In this study, we systematically separate the influence of PAH and radical concentration, aromaticity and molecular size on the relaxation dispersion and the important T1/T2 ratio of fluid components. A particular strong influence is identified for molecules containing 19F nuclei; we thus suggest fluorinated tracer compounds for a time-efficient downhole assessment of asphaltene concentration in crude oil.

The relation of NMR relaxation times and diffusion coefficients with overall viscosity and molecular size in a typical fluid composition has been established for bulk oils [1-3]. A major obstacle for the task of compositional analysis remains, however, the widely unknown role of molecular shape and chemistry, most importantly aromaticity, on the NMR relaxation behaviour. This is particularly important in asphaltene-containing oils where the relaxation of solvent maltene protons, is significantly affected by interactions with radical-containing asphaltenes [4]. However, aromatic and aliphatic maltenes are expected to interact differently with asphaltene aggregates [5], and size-dependent residence time variations within the porous aggregates become important [6]. While fundamental studies have attempted to provide a molecular dynamics description of relaxation times that take advantage of data obtained at variable magnetic fields [7], they still suffer from a lack of distinction of dynamics between molecules of various architecture, and from the generally broad relaxation times distribution in natural oils.

19F containing tracer molecules were applied at low concentrations to natural oils of different asphaltene content [8], and the tracer’s relaxation time ratio T1/T2 as well as the field dependence of relaxation times, T1(ω), were obtained. This strategy has the advantage of specifically determining the behaviour of different tracers, where molecular weight and aromaticity are considered as variables. One main finding of this study is the significant increase of T1/T2 for aromatics in the presence of asphaltenes compared to alkanes [9]. The results are interpreted in terms of selective maltene-asphaltene interaction based on frequency dependent relaxation results. The strong contrast of relaxation times allows for a simplified quantification of either asphaltene concentration or maltene aromaticity in crude oils. The role of asphaltene has further been quantified by concentration-dependent measurements of protonated and fluorinated test molecules in a deuterated solvent, and of non-aggregating polycyclic radical (BDPA) and neutral molecules mimicking asphaltene (violanthrone-78), respectively. The shape of the T1(ω) dispersion is in agreement with the assumption of an efficient RMTD process possibly supported by overall aggregate tumbling on a μs timescale. Results of the enhancement in dynamic nuclear polarization (DNP) experiments, making use of microwave saturation of the naturally occurring radicals in oils, confirm the significant difference in interaction strength of asphaltenes with aromatic and aliphatic molecules, or even with individual moieties in the molecules [10]. The use of suitable tracer molecules for relaxation measurements, and a comparison of DNP enhancement employing naturally occurring asphaltene radical species, bears the potential to facilitate the conventional but time-consuming SARA analysis of crude oil.

Optimising Digital Filters in low-field NMR
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Optimising parameters for NMR is delicate. In virtually all cases, the best choice depends not only on the sample and hardware, but also on the experimental objective. In all imaging experiments (from MRI to astrophysics), the inverse relationship between Field Of View and resolution is obvious and typically easy to understand. Similar compromises occur in time domain NMR, albeit less straightforward to visualise.

Digital filters are an intrinsic part of the receiver chain in modern NMR and MRI instruments based on highly oversampled analogue to digital conversions \cite{moskau2002}. Depending on the vendor, some digital filtering in the receiver chain may be user-programmable, although this is not widely practised on benchtop systems \cite{mitchell2014}.

Spectroscopy and MRI typically deal with relaxation rates much slower than relaxation in porous media. This requires a completely different approach to the art of filtering in the two applications. Understanding digital filters is important for noise/interference suppression, but also for correct pulse sequence timing (dead times, group delays), especially for CPMG with very short echo times (shale applications). Delay times can be minimised by careful design of “fast” filters. Also, digital filtering is only the last stage of reception; signal spectra are also affected by hardware characteristics, in particular the bandwidth of the probe-preamplifier system. The introduction of Active Damping Feedback Preamplifiers (ADFP) (or $Q$-switching) in modern instruments, has increased dramatically the physical bandwidth of typical commercial probes. This makes wise setting of digital filters even more critical.

Figure 1 – Water-Fluorinert measured with different Dwell times (1µs and 10µs) and different filters (Geo and H1M1k). The inset is an expansion of the zero frequency area. The spectra acquired with DW=1µs and the filter Geo is contaminated by about 40% 19F signal.

Figure 2 – Different signal to noise performances of the two filters considered (both at DW=1µs and 32 scans).

In this paper we will discuss the effects of different acquisition parameters and digital filtering on Signal to Noise ratio (Figure 2), instrument dead time, instrument sensitivity and calibration, artefact generation and 19F-1H signal cross-contamination. The latter is a special risk in systems where PTFE is widely used for coil formers and sample holders, and perfluorinated oils are used for heat transfer and pressure applications. Examples will be shown of completely misleading petrophysical interpretations, for the unwary.

Figure 1 shows the 2MHz spectrum of signal of a water-Fluorinert mixture acquired with two different DWell times (1µs and 10µs) and two different filters (Geo and H1M1k). The signal with the filter Geo at DW=1µs is heavily contaminated (40%) by 19F. Although DW=10µs would avoid this, faster sampling has advantages for fast decaying signals, e.g. detection of echo shapes, artefacts in short echo spacing CPMG, and enhancing SNR. Strategies for reconciling these conflicting objectives will be discussed.
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